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Decision/action requested

Agree to include pseudo-CR material of section 4 into draft TS 32.521.
2
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Rationale

[2] showed an example how via Itf-N information which is not available on eNB level can be used to improve the load balancing optimization decision. 

The proposal was to compress the information above Itf-N into a network view LB candidate list. Together with e.g. the current load information an eNB can use that additional information to decide towards which cell LB optimization shall be tried first. 

While the fact, that the IRP Manager may hold information relevant for LB which the eNB does not know, more analysis on the non/real-time aspects were requested during the discussion at SA5#67. This contribution addresses this comment – and other issues.

Discussion

Real-time/non-real time?

Discussing real-time/non-real time issues is always a walk on thin ice. Where is the borderline between on real-time and real-time information? How old may information be in order to be still regarded as real-time? How fast must a functionality react on new input data in order to be regarded as a real-time functionality? Discussing these questions usually consumes a lot of time, but brings little progress. 

Just a few comments:

· The most real-timely aspect in the context of load balancing is the load itself. But even for the load you can imagine that a load balancing action is only taken if a load imbalance or overload situation is existing for a certain minimum time. This time threshold usually is part of the LBO algorithm – which is not subject to standardization, but vendor differentiation.

· It is difficult to predict how often such a preference list is changed by the IRPManager. One example: There is a VIP user in a certain cell, so IRPManger would move that cell down in the preference list of LBO target cells. But nobody knows how long the VIP user will stay in that cell…
Conclusion: 

The only thing which could be said definitely about the timelyness aspect of this preference list, is: LBO algorithm shall use the information provided by the IRPManager as soon as possible. But that’s business as usual on Itf-N. 

Is the IRPManager’s information an order?
On the usage of the added information provided by the IRPManager: It is up to the LB algorithm to decide to what extent and how the information is used in the LBO decision. Several alternatives are possible and the choice may depend on the current load situation and other information available to the eNB: 

· The LBO algorithm may have its own internal preference list and may remove from that list all those cells which are not part of the IRPManagers’s list.
· The LBO algorithm may apply a weighing factor to its own preference list and to the one of the IRPManager and create a new final LBO list.

· The LBO algorithm may even decide, not to use the IRPManager list for a while.

· …

Conclusion: 
The IRPManager’s information is valuable to be taken into account - not more, not less.
What information leads to the preference list of the IRPManager?

Preamble: It is not proposed to standardize this. But to get a feeling for the reasons why an IRPManager may down- or ugrade a cell in its preference list we list some possible considerations:

· Network statistics show that certain cells are close to overload repeatedly at the same time of the day.

· Maintenance work is planned/ongoing in a cell, reducing its capacity.

· Priority users show up in certain cells.
· A special event is envisaged in a network area.
· …

Conclusion: 

Simple black-white decisions (allowing/prohibiting LBO) are not capable of handling this.

Conclusion

Based on the above considerations the following additional LBO requirement is proposed:
4
Detailed proposal

	Begin of modifications in TS 32.521


6.1.2
Load Balancing
REQ-SO_LB-FUN-1
The IRPManager shall be able to disable/enable the load balancing function.
REQ-SO_LB-FUN-2
The IRPManager shall be informed about the eNodeB load.
REQ-SO_LB-FUN-3
The IRPManager shall be able to request that load balancing be allowed from source cell to target cell.

REQ-SO_LB-FUN-4
The IRPManager shall be able to request that load balancing be prohibited from source cell to target cell. 

REQ-SO_LB-FUN-5
The IRPAgent shall inform the IRPManager about success or failure of IRPManager operations to allow load balancing, prohibit load balancing. 

REQ-SO_LB-FUN-6
The IRPAgent shall provide the IRPManager the capability of indicating load balancing preferences from source cell to a list of target cells. These preferences are based on information which is available to the IRPManager. The preference information may include intra-, inter-frequency and inter-RAT load balancing. This preference information is taken into account when a target cell for load balancing is chosen. 
Editor’s note: It is for further study to which elements of load balancing “allow” and “prohibit” relate to, especially if the “allow”/”prohibit” is applied to these elements individually or not. Such elements are e.g. exchange of information and change of configuration. 

	End of modifications











