3GPP TSG-SA WG5 #155






S5-243165
Jeju, South Korea, 27 - 31 May 2024
Source: 
SA5 Chair 
Title: 
Rel-18 AIML breakout session notes (3098/2817/2626/2629)
Document for:
Information

Agenda Item:
6.4.3
Agenda
The following tdocs are checked in breakout session:
	6.4.3 AI/ML management

	Terminologies

	S5-242773
	Input to draft CR Rel-18 TS 28.105 further clarifications into terminologies (NEC, Intel) (Hassan Al-kanani)
Related tdocs (2395/2773/2539/2947)
· AIML rel-18 Breakout using 2773 as baseline of AIML terms update.
· 3098
	draftCRr, TS/TR 28.105 v18.3.0, Rel-18, Cat. F



	S5-243098
	Input to draft CR Rel-18 TS 28.105 further clarifications into terminologies (NEC, Intel) (Hassan Al-kanani)
Breakout discussion:
The following options are discussed. Suggest to adopt NOTE 3-op1.
· NOTE 3-op1: ML Model may include Metadata. Metadata may include e.g.  information related to the trained model, and applicable runtime context. 

· NOTE 3-op2: ML Model algorithm may be associated with Metadata. Metadata may include e.g.  information related to the trained model, and applicable runtime context. 

· NOTE 3-op3: ML Model may include Metadata. ML Model algorithm may be associated with Metadata. Metadata may include e.g.  information related to the trained model, and applicable runtime context.

· NOTE 3-op4: ML Model may include Metadata which is associated with ML Model algorithm. Metadata may include e.g.  information related to the trained model, and applicable runtime context.
HW: like to keep the ML model and ML model algorithm diagram.
DT: ML model: a manageable representation of data and an ML model algorithm.
The following options are discussed. Suggest to adopt ML model-op1. 
· ML model-op1: a manageable representation of an ML model algorithm. 

· ML model-op2: a manageable representation of data and an ML model algorithm. 

· ML model-op3: a manageable representation of an ML model algorithm and its associated data.
N: ML model joint training: the process of training a group of related ML models.
The following options are discussed. Suggest to adopt AI/ML inference emulation-op1.
· AI/ML inference emulation-op1: running the inference process of an ML model in an emulation environment to evaluate performance and test the model before deployment into the target environment.

· AI/ML inference emulation-op2: the process of evaluating an ML model in the similar environment as target network environment.

· AI/ML inference emulation-op3: running the inference process of an ML model in an emulation environment which is similar to target network environment.
C: need justification for using terms “ML model training/AIML inference”. 

Output of breakout drafting version is uploaded in “S5-243098d2-breakout drafting version- Input to draft CR Rel-18 TS28.105 further clarifications into terminologies”
	draftCRr, TS/TR 28.105 v18.3.0, Rel-18, Cat. F



	S5-242817
	Input to Draft CR Rel-18 TS28.105 ML entity to ML model corrections (NEC, Intel, Ericsson, Nokia, Huawei) (Hassan Al-kanani)
Related to 2947
S: need to align with update in 2773. 
Breakout discussion:

Suggest to allocate a new tdoc number, update this tdoc to align with the terminologies agreed in 3098. 
	draftCRr, TS/TR 28.105 v18.3.0, Rel-18, Cat. F



	S5-242626
	Rel-18  Draft to InputCR 28.105 Clarification on ML testing of ML Mode Lifecycle (Asiainfo) (Limeng Ma)
Reallocate 6.3.4->6.4.3
Related to 2947
E: Should be “input to draftCR”. 

NEC: remove “the ML model associated with that entity needs to be re-trained”

DT: (e.g., the aaccuracy is not acceptable) should be removed.

C: author could check whether the content could be added into other Rel-18 input to draftCR.
Not pursued.

Breakout discussion:

Suggest to add “If the testing result does not meet the expectations, the ML model needs to be re-trained.” to ML testing. 
	CR0143r, TS/TR 28.105 v18.3.0, Rel-18, Cat. F

Title modified on 5/17/2024. Original title : Rel-18  Draft to InputCR 28.105 Clarification on ML testing of ML Model Lifecycle<br/><br/>Source modified on 5/17/2024. Original source : AsiaInfo

	S5-242629
	Rel-18 Input to DraftCR 28.105 correct  AIML function management scenario for NWDAF (Asiainfo) (Limeng Ma)
Reallocate 6.3.4->6.4.3
Related to 2947
N: this scenario is discussed in SA2? 

· AIML breakout. 

Breakout discussion:

Suggest to update:

1. the diagram for scenario 4 and 5 to be consistent with the text “AnLF of NWDAF”

2. ML Training function inside NWDAF to be updated to MTLF.
	CR0145r, TS/TR 28.105 v18.3.0, Rel-18, Cat. F

Title modified on 5/17/2024. Original title : Rel-18  Input to DraftCR 28.105 correct AIML function management scenario for NWDAF<br/><br/>Source modified on 5/17/2024. Original source : AsiaInfo


