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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1] 	3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”
3	Rationale
To meet the expected AI/ML requirements for different AI/ML use-cases in a mobile network, it is vital to ensure that the AI/ML inference is performed in a timely manner. This pCR is to add the UC on monitoring and troubleshooting to enable timely AI/ML inference for such AI/ML use cases. 
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AI/ML inference latency is affected by different factors such as buffer time, transmission, computations, etc. The amount of computational inference latency depends on many parameters such as efficiency of AI/ML algorithm, its implementation and structure, the hardware platform executing the AI/ML inference, workload of the hardware platform and its policy for allocation of memory and computation units. To meet the expected AI/ML requirements for different AI/ML use-cases, especially the ones with stringent inference latency requirements, it is vital to ensure the AI/ML inference is performed in a timely manner.
5.2.A.2	Use cases
5.2.A.2.1	AI/ML MnS consumer timeliness policy  
ML entity performance indicators can be used by the AI/ML MnS consumer to indicate performance requirements that need to be considered during training and testing. These could also be used for selection of MLEntity for deployment. Since some AI/ML use cases, e.g., handover management and object recognition in image (TR 26.927) have restricted requirements on latency of AI/ML inference, the current performance indicators should include inference latency-related indicators to enable training, testing, selecting, or deploying ML entities meeting the use case’s inference latency requirements.
5.2.A.2.2 	Monitoring timeliness of AI/ML inference and late inference troubleshooting 
For some use cases, the inference latency should be lower than the inference latency target, e.g., stated by the MnS inference consumer. Since some factors such as workload of the hardware platform executing inference are dynamic, the inference latency caused by computations changes with time. Hence, it is necessary to provide capabilities to quantify the inference latency and ensure the requirements of some use cases are/can be met. 
[bookmark: _Hlk141710602][bookmark: _Toc145334639][bookmark: _Toc145421083][bookmark: _Toc145421849]Besides monitoring for violation of inference latency targets, troubleshooting for late AI/ML inferences should be enabled. Such troubleshooting includes detecting the reason(s) for late inferences and providing solutions/recommendations to address the problems in the troubleshooting report. The MnS consumer should provide information on late inferences to the entity having the capability to troubleshoot, e.g., AI/ML inference producer. Hence, it is important to introduce the troubleshooting mechanisms, metrics and report that ensure and enhance timeliness of AI/ML inference. Note: the troubleshooting might be done by a separate function except for the AI/ML inference producer.
5.2.A.3	Potential requirements
REQ-AI/ML_INF-TIME-1: The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to indicate a performance target related to AI/ML inference phase, such as inference latency metric.
REQ-AI/ML_INF-TIME-2: The AI/ML MnS producer should have a capability to inform an authorized MnS consumer on the metrics related to timeliness of the ML inference, such as inference latency metric.
REQ-AI/ML_INF-TIME-3: The MnS producer for AI/ML inference performance management should have a capability enabling an authorized consumer to collect the performance data on the time-domain data, such as latency of ML inference, for monitoring and evaluating the performance of an ML entity during inference.
REQ-AI/ML_INF-TIME-4: The MnS producer for AI/ML inference performance management should have a capability enabling an authorized consumer to request the performance and troubleshooting results on the time-domain data such as ML inference latency data and number of late inferences of a specific ML entity.
[bookmark: _Toc107830529]5.3	Possible solutions
5.3.1 Possible solutions for AI/ML MnS consumer timeliness policy 
· Introduce an inference latency data type to capture timeliness of AI/ML inferences using
· An attribute for a timer on the inference latency data type for triggering time of inferences,
· An attribute for a timer on the inference latency data type for delivery time of inferences.
· Introduce an attribute on the inference producer for an inference latency. A target for this attribute can be configured by the inference consumer for consideration by the inference producer. 
· Introduce an attribute on the inference producer for the inference lateness which expresses how late an inference is compared to the target. 
· Introduce attributes to quantity the lateness caused by different steps, e.g., computational latency.
· Introduce a late inference troubleshooting report which captures the outcomes of the analysis on late inferences based on the added attributes and other PM data. The troubleshooting report may contain: 
· cause of inference latency issue, e.g., computation, transmission link/radio resource problem.
· recommendation about selecting a new low-latency ML entity,
· recommendation on performing retraining of current ML entity, 
· recommendation on selecting a new hardware platform for inference execution
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