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1	Decision/action requested
In this box give a very clear / short /concise statement of what is wanted.
2	References
[1]	3GPP TS 28.531: "Management and orchestration; Provisioning"
3	Rationale
This contribution proposes to resolve the following Editor’s Note in clause 4.2 and align the table with the 28.531 Rel-18 [1]. 
Editor’s Note: Table 4.2-1 may be updated according to the outcome of release 17 work item eNETSLICE_PRO.
The text above the table has been updated as part the sentence was missing.
Some editorials in clause 4.3 and 4.4.
4	Detailed proposal
First change
[bookmark: _Toc133484283][bookmark: _Toc134117918]4.2 	Classification of use cases in TS 28.531
The use cases for provisioning of a network slice instance and a network slice subnet instance described in TS 28.530 [2] and TS 28.531 [3] are as follows:
-	Create a network slice instance;
-	Activate a network slice instance;
-	De-active a network slice instance;
-	Modify a network slice instance;
-	Terminate a network slice instance;
-	Create a network slice subnet instance;
-	Activate a network slice subnet instance;
-	De-active a network slice subnet instance;
-	Modify a network slice subnet instance;
-	Terminate a network slice subnet instance.
.
The technical specification TS 28.531 [3] describes specification level use cases related to network slice management and network slice subnet management. Table 4.2-1 provides the classification of those use cases related to network slice instance and network slice subnet management to required management capabilities. The detail information about use cases and management capability supporting the use cases are described in TS 28.531 [3].
Table 4.2-1: The cClassification of use cases in TS 28.531 
	Clause
	Use case
	Management capabilities required

	5.1.1
	Network slice instance allocation
	Provisioning of a network slice

	5.1.2
	Network slice instance subnet allocation
	Provisioning of a network slice subnet

	5.1.3
	Network slice instance deallocation
	Provisioning of a network slice

	5.1.4
	Network slice subnet instance deallocation
	Provisioning of a network slice subnet

	5.1.5
	Obtaining network slice subnet instance information
	Query information

	5.1.6
	Network slice feasibility check
	Provisioning of a network slice (subnet)

	5.1.7
	Network slice instance activation
	Provisioning of a network slice

	5.1.8
	Network slice instance deactivation
	Provisioning of a network slice

	5.1.9
	Network slice instance modification
	Modification of a network slice

	5.1.10
	Network slice subnet instance activation
	Provisioning of a network slice subnet

	5.1.11
	Network slice subnet instance deactivation
	Provisioning of a network slice subnet

	5.1.12
	Network slice subnet instance modification
	Modification of a network slice subnet

	5.1.13
	Network slice subnet configuration
	Modification of a network slice subnet

	5.1.14
	Exposure of network slice management data
	Query information

	5.1.15
	Exposure of network slice management capability
	Management capability exposure

	5.1.16
	Network slice subnet instance management capability exposure
	Management capability exposure



Editor’s Note: Table 4.2-1 may be updated according to the outcome of release 17 work item eNETSLICE_PRO.

[bookmark: _Toc133484284][bookmark: _Toc134117919]4.3 	Background information of Intent-driven management and intent driven management MnS
The intent driven management solution is specified in TS 28.312 and was introduced infrom release 17. As described in TS 28.312, the an intent specifies the expectations including requirements, goals and constraints for a specific service or network management workflow.
As described in TS 28.312 clause 4.1.2, based on network slice management, the an intent can be categorized based on user types as follows:
· Intent-CSC MnS producer provides intent driven MnS for communication services.
· Intent-CSP MnS producer provides intent driven MnS for network services.
· Intent-NOP MnS producer provides intent driven MnS for network equipment.
Similar with the intent types for CSC, CSP and NOP, the TS 28.530 [2] describes roles related to 5G network and network slicing, some examples of roles are:
-	Communication Service Customer (CSC): Uses communication services.
-	Communication Service Provider (CSP): communication service provided by CSP can be built with or without network slice
-	Network Operator (NOP): Designs, builds, and operates networks and provides related services, including network services and network slices.
[bookmark: _Toc120026988]4.4	Background information on the 5G features QoS and network slicing
Intent-driven management solution tries to relieve the consumer of the management system from (artificial) complexity. In the end the consumer of a management system is not interested in instances of IOC like NetworkSlice, which are concepts introduced in order to manage slices by classical configuration management. Instead, the consumer of a management system wants to request mobile communication for UE -without the need to know about details of the management system. The management system needs to offer the flexibility as provided by the network architecture described in TS 23.501 [6], while at the same time any request needs to obey to the limitations of the architecture. The following paragraphs give a very brief summary of the basic concepts of QoS and slicing which are the basis for intent-driven management of network slices. 
The QoS framework (clause 5.7) and network slicing (clause 5.15) are two independent key features of the 3GPP mobile network architecture [6]. According to [6]:
· One network slice (identified by its S-NSSAI) supports one or more PDU Connectivity Service (“PDU sessions”) i.e., services that provide exchange of PDUs between a UE and a data network identified by a DNN.
· Each PDU connectivity service contains one or more QoS flows, which might be of different QoS characteristics, and which all terminate at the same DNN via the same UPF.
· Each QoS flow is associated to one “requested” QoS profile and additionally might be associated to “alternative” QoS profiles. Depending on the experienced network conditions the network is able tocan switch between these QoS profiles.
On one hand this concept is the basis to use network slices as internal means for the network operator to partition the network in a way, that QoS flows of similar QoS characteristics are grouped to PDU connectivity services that are tagged by the same S-NSSAI. This specific combination of QoS and network slicing results in that network slices as a whole might be optimized for certain traffic, i.e., to optimize certain NF specifically for the assigned traffic and to assign these NF in NRF to the S-NSSAI. An operator might prepare several of such network slices for traffic of different QoS characteristics; Once a customer requests a PDU connectivity service that matches the QoS characteristics of such prepared network slice, the operator assigns the PDU connectivity services to the correspondingly optimized network slice. 
On the other hand, the concept offers the flexibility for CSP and NOP to offer   to CSCs a dedicated network slice as a product, that carries all PDU connectivity services as the CSC requires, potentially towards different DNNs (e.g., local breakout in the tenants computing centre, public voice to IMS, and towards public internet), while each PDU connectivity service might carry multiple QoS flows of different QoS.
This flexibility enables the CSC to request PDU connectivity services that are terminating at DNN as required by the CSC (e.g., breakout at local UPF) and that carry QoS flows of specific QoS characteristics. Depending on technical bordering conditions of the requested PDU connectivity services and by the business model of CSP and NOP, CSP or NOP might use the S-NSSAI to group PDU connectivity services to network slices.


End of change

