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Start of First change
6.N	Context and capabilities of ML Entities
6.N.1	Description
MLContext attribute represents the status and conditions related to the MLentity. This may include the network context as defined in TS 28.104 [2] as well as other conditions that may be applicable to the ML entity but are not part of network characteristics e.g. the time of day, season of the year. As part of ML model performance management there is the identification of the problem that the ML model is meant to address or deal with. As described in TS 28.104 [2], the differences in the network context, i.e., network status, under which data is collected to produce analytics, significantly affect the produced analytics. Similarly, the changes in the ML context, e.g., the characteristics of the data related to the network status and conditions used for ML model training, testing and deployment may affect the ML entity performance, thus may represent a problem for the ML entity. Thus management capabilities are needed to enable awareness of the ML context in terms of the identification as well as monitoring and reporting of changes in ML context as part of the identification of the problem that the ML entity is meant to address or deal with. 
A network or management function that applies AI/ML to accomplish specific tasks may be considered to have one or more ML entities each having specific capabilities. The capabilities are either of:
-	a decision-making capability which is in the form of triple <x,y,z> indicating:
-	x: the object or object types for which the ML entity can undertake optimization or control
-	y: the configurable attributes on object or object types x, which the ML entity optimizes or controls to achieve the desired outcomes
-	z: the performance metrics which the ML entity optimizes through its actions
-	an analysis capability which is in the form of tuple <x,z> indicating: 
-	x: the object or object types for which the ML entity can undertake analysis
-	z: the network context (on object x) for which the ML entity produces analysis
Different network functions may need to rely on existing AI/ML capabilities to accomplish the desired automation. However, the applicability of the ML-based solutions and the details of such ML-based solutions (i.e., which ML entities are applied and how) for accomplishing those automation functionalities is not obvious. On a high-level, such ML-based solutions may be categorized into cases with or those without ML orchestration. In both cases, management services are required to identify the capabilities of the involved ML entities and to map those capabilities to the desired logic. 
6.N.2	Use cases
[bookmark: _Toc128685194][bookmark: _Toc129028453][bookmark: _Toc129029982][bookmark: _Toc129155850][bookmark: _Toc128685205][bookmark: _Toc129028464][bookmark: _Toc129029993][bookmark: _Toc129155861]6.N.2.1	ML context monitoring and reporting 
ML context related to ML model training, testing and deployment needs to be identified by characterizing the input data used by the ML model. As an example, such characterization may be done based on the statistical properties of data. Monitoring of such ML context serves to detect the changes and anomalies in the ML context. Some anomalies may be considered as a problem that ML entity is facing as it may lead to its performance degradation. Therefore, the consumer of the related AI/ML service needs to be informed about such observed ML context change. 
[bookmark: _Toc128685195][bookmark: _Toc129028454][bookmark: _Toc129029983][bookmark: _Toc129155851]6.N.2.2	Mobility of ML Context 
In several network automation use cases, the respective AI/ML inference function cannot cover the complete network by employing single ML entity instance. An ML entity may be trained for a specific local context, and similarly, a different context may be applicable for inference, so the ML entity may be characterized by different trainingContext and an expecetdInferenceContext. However, the network scopes where the data used for training and inference is collected does not always necessarily overlap with the network scopes in which the function makes decisions. The context of ML entities or AI/ML inference function may need to distinguish between context for generating decisions or insights, the context from which it generates measurements or data as well as the context in which it is prepared before being deployed for inference. So, the characteristics of the respective AI/ML inference function need to be distinguished depending on the different contexts of the AI/ML inference function. As such besides the validity scope defined by the trainingContext and an expecetdInferenceContext, the ML entity should also be characterized by specific measurement scopes, where the input measurements are collected. 
[bookmark: _Toc128685196][bookmark: _Toc129028455][bookmark: _Toc129029984][bookmark: _Toc129155852]6.N.2.3	Standby mode for ML entity
In the case of an AI/ML inference function cannot cover the complete network in one ML entity instance, multiple instances of ML entities may be required, one for each specific network scope, such as a cell. When a network automation use case requires several ML entities instances, where each has its own limited validity scope (a geographical area or a subnetwork), transfers of machine learning context, i.e. “handovers” between the ML entities covering different validity scopes (not necessarily identical to cell coverage area), are needed. Accordingly, the ML entities therein may have different roles, either as active or standby decision makers.
Considering the use case where a different ML entity instance is needed for each Base Station, i.e. the validity scope defined by the expecetdInferenceContext is a specific gNB. An instance of this is predictive ML-driven handover where an ML entity is trained to decide the optimal handover point and target cell based on the UE measurements. Furthermore, the model inference is done in the UE. When the UE hands over to a cell in another gNB, which is in another validity scope, a new ML entity instance fitting the new validity scope needs to be deployed in the UE. This is illustrated by Figure 6.N.2.3-1 a) where the UE uses ML entity instance 1 in both cells 1 & 2 but when the UE hands over to cell 3, which is outside the validity area of ML entity instance 2 needs to be deployed to the UE.
However, the deployment may require uploading the required ML entity instance into the UE and initializing the ML entity, for example to collect and feed the necessary input data to setup the required internal states, such as in Long-Short Term Memory (LSTM) Recurrent Neural Networks (RNNs). Accordingly, it may take significant time before the new ML entity becomes active and operational. Moreover, if the UE hands over back to cell 2 after a short stay in cell 3 (ping pong), the UE needs to immediately re-deploy ML entity instance 1, compounding the problem further. 
To minimize this risk, there should be a "prepared scope" defined for each ML entity, which is the scope within which the ML entity  is deployed and initialized but not activated for inference.
a)	[image: Diagram
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Figure 6.N.2.3-1: Example mobility of ML context - a) validity scopes, b) validity and standby scopes
This is illustrated by Figure 6.N.2.3-1 b) where besides the validity areas, standby areas are defined for each ML entity instance, e.g., ML entity 1 is active in cells 1 and 2 but standby in cell 3. This implies that the ML entity 1 should be availed to the UE in cell 3 even if the UE cannot use ML entity instance 1 in cell 3. To support this, it needs to be possible to configure both, the validity areas, and the standby areas for ML entities and to define their role in them, i.e., either active, or prepared.

Start of next change
6.N.3	Requirements for Context and capabilities of ML Entities
Table 6.N.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_CTX-01
	The MLT MnS producer shall have a capability to identify and monitor the ML context, as well as to inform the MnS consumer about observed changes in ML context.
	ML context monitoring and reporting (clause 6.N.2.1)

	REQ-ML_CTX-02
	The MLT MnS producer shall have a capability for an authorized MnS consumer to configure or read the measurement scope of an ML entity for ML training.
	ML context monitoring and reporting (clause 6.N.2.1)

	REQ-ML_CTX-03
	The 3GPP Management system shall have a capability for an authorized MnS consumer to configure or read the validity scope of an ML entity for AI/ML inference.
	Mobility of ML Context (clause 6.N.2.2)

	REQ-ML_CTX-04
	The  MnS producer responsible for interface configuration shall have a capability for an authorized MnS consumer to read the ML entity's inference prepared scope that defines the network scope within which the ML entity is prepared to be in standby mode in preparation for elevating to active mode.
	Standby mode for ML entity (clause 6.N.2.3)




End of Changes
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