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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
This pCR is to add the evaluation for AI/ML trustworthiness. 
4
Detailed proposal
	Start of modification


5.3 
Common management capabilities for ML training and AI/ML inference phase
5.3.1
Trustworthy Machine Learning 

5.3.1.1
Description
During ML training, testing and inference, the AI/ML trustworthiness management is needed. Based on the risk level (e.g., unacceptable, high, minimal) of the use case, the trustworthiness requirements for ML training, testing and inference may vary and therefore the related trustworthiness mechanisms need to be configured and monitored. The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair and robust. 

NOTE:
In the context of SA5, explainability of a model refers to explaining individual decisions predicted by the model and not explaining the internal behavior of the model itself.

The EU has proposed an AI regulation act for AI/ML consisting of several key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy [10]. These requirements include, but not limited to human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-discrimination and fairness, accountability, societal and environmental well-being. Other requirements more details on each of these requirements are described in [11]. Furthermore, ISO/IEC analyses the factors that can impact the trustworthiness of systems providing or using AI and possible approaches or requirements to improving their trustworthiness that can be used by any business regardless of its size or sector [12]. 
Three well known categories under the umbrella of Trustworthy Machine Learning are as follows:
Explainable Machine Learning: Explainability in machine learning refers to the ability of ML models to enable humans to understand decisions or predictions made by them.

Fair Machine Learning: Fairness in machine learning refers to the process of correcting and eliminating bias in machine learning models. 

Robust Machine Learning: Robustness in machine learning refers to the process of handling various forms of errors/corruptions in machine learning models as well as changes in the underlying data distribution in an automatic way.

These features apply to the four aspects of the ML process:

-
Data processing for use towards training, testing and inference,

-
The training of ML entities,

-
The testing of ML entities,

-
The use of ML entities for inference.

5.3.1.2
Use cases
5.3.1.2.1
AI/ML trustworthiness indicators

The AI/ML trustworthiness indicators related to ML training, testing and inference need to be precisely defined. The indicators mainly include three aspects:

Explainability-related indicators: the explainability indicators of the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:

-
provide local explanation for one particular instance predicted by the ML entity without disclosing the ML entity internals.

-
provide global explanation for a group of instances predicted by the ML entity without disclosing the ML entity internals.

-
evaluate monotonicity - a quantitative metric for explainability - that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance.

Fairness-related indicators: the fairness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:

-
evaluate disparate impact - a quantitative measure for fairness - that measures the ratio of rate of favourable outcome for the unprivileged group to that of the privileged group.

-
evaluate Manhattan distance - a quantitative measure for fairness - that measures the average distance between the samples from two datasets.

-
evaluate average odds difference - a quantitative measure for fairness - that measures the average difference of false positive rate and true positive rate between unprivileged and privileged groups.

Robustness-related indicators: the robustness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to: 

-
evaluate missingness ratio - a quantitative measure for robustness - that measures the percentage of missing values in the training dataset.

Depending on the use case, some or all trustworthiness indicators can be selected for monitoring and evaluation. The AI/ML MnS consumer should first determine which indicators are needed and then request the AI/ML MnS producer to monitor and evaluate the requested indicators.
5.3.1.2.2
AI/ML data trustworthiness
The training data, testing data and inference data used for ML training, testing and inference, respectively, may need to be pre-processed according to the desired trustworthiness measure of the ML model. For example,

-
The samples in the training data and testing data can be labelled to include the ground-truth explanation label (in addition to the ground-truth class label). Therefore, the ML model can be trained to predict both ground-truth explanations label and ground-truth class label for an inference sample.

-
The samples in the training data and testing data can be assigned weights to ensure individual or group fairness in the ML model.

-
The missing features in the training data, testing data and inference data can be imputed with mean values to ensure the ML model is technically robust.

-
Noise can be added to the training data and testing data to ensure that the data samples are free from any kind of poisoning attacks.

Depending on the use case, some or all data trustworthiness pre-processing techniques can be applied before training, testing and deployment of the ML model. The MnS consumer should be enabled to receive information on the supported trustworthiness-related data processing capabilities for training, testing or inference. Moreover the producer of data processing be it for training, testing or inference should enable the MnS consumer to provide requirements for trustworthiness which should then be considered in the data processing. And the MnS consumer should be enabled to define their reporting characteristics for ML trustworthiness.

5.3.1.2.3
ML training trustworthiness
The ML training may need to be performed according to the desired trustworthiness measure of the ML model. For example,

-
The ML model can be trained to generate explanations for the predictions.

-
The ML model can be trained to detect and mitigate biased outcomes.

-
The ML model can be trained to perform well on unseen or missing data.

-
The ML model can be trained together with adversarial input samples so that the trained model can detect adversaries.

Depending on the use case, one or more training trustworthiness techniques can be applied during training the ML model. Therefore, the ML training producer can be queried to provide information on the supported training trustworthiness capabilities enabling the ML training MnS consumer to request for a subset of supported training trustworthiness characteristics to be configured, measured, and reported.

5.3.1.2.4
AI/ML inference trustworthiness 

The AI/ML inference may need to be performed according to the desired trustworthiness measure of the ML model. For example:

-
Post-processing explanations can be generated based on one or multiple inferences generated by the ML model.

-
The ML model can be trained to flip biased outcomes during inference using post-processing fairness techniques, for e.g., based on confidence value of a prediction.
-
The ML model can be trained to infer well on unseen or missing inference data.

-
Perturbing model predictions to obfuscate labels/confidence information to protect them from model inversion or model extraction attacks.

Depending on the use case, one or more inference trustworthiness techniques can be applied on the deployed ML model. Therefore, the AI/ML inference producer can be queried to provide information on the supported inference trustworthiness capabilities enabling the AI/ML inference consumer to request for a subset of supported inference trustworthiness characteristics to be configured, measured, and reported.

5.3.1.2.5
Assessment of AI/ML trustworthiness

The ML assessment may need to be performed according to the desired trustworthiness measure of the ML model. For example,

-
The ML model can be tested to evaluate the correctness of explanations, quality of explanations, robustness of explanations and adaptiveness of explanations.

-
The ML model can be tested to evaluate the robustness of fair predictions and adaptiveness of fair predictions.

-
The ML model can be tested to evaluate the correctness of predictions, robustness of predictions and adaptiveness of predictions for both adversarial and non-adversarial test samples.

Depending on the use case, one or more assessment trustworthiness techniques can be applied during assessment the ML model. Therefore, the ML assessment producer can be queried to provide information on the supported assessment trustworthiness capabilities enabling the ML assessment MnS consumer to request for a subset of supported assessment trustworthiness characteristics to be configured, measured, and reported.

5.3.1.3
Potential requirements

REQ-ML_TRUST_IND-1 The AI/ML MnS producer should have a capability to define trustworthiness indicators for AI/ML data or ML entity and select some indicators based on the use case.

REQ-ML_TRUST_IND-2 The AI/ML MnS producer should have a capability to define a common trustworthiness measure covering main aspects of trustworthiness indicators of AI/ML data or ML entity.

REQ-ML_TRUST_IND-3 The AI/ML MnS producer should have a capability to enable the authorized MnS consumer to request for the desired individual or common trustworthiness measure of AI/ML data or ML entity.

REQ-ML_TRUST_IND-4 The AI/ML MnS producer should have a capability to report to the authorized MnS consumer the achieved individual or common trustworthiness measure of AI/ML data or ML entity.

REQ-ML_DATA_TRUST-1 The producer(s) of ML training, ML testing and AI/ML inference service(s) should support a capability to enable an authorized MnS consumer to request reporting on the supported data trustworthiness related pre-processing capabilities of an ML entity.
REQ-ML_DATA_TRUST-2 The producer(s) of ML training, ML testing and AI/ML inference service(s) should have a capability to pre-process the training data, testing data and inference data of an ML entity to satisfy the desired data trustworthiness measure.
REQ-ML_DATA_TRUST-3 The producer(s)of ML training, ML testing and AI/ML inference service(s) should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the data trustworthiness reports of an ML entity. 
REQ-ML_TRAIN_TRUST-1 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training explainability capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-2 The ML training MnS producer should have a capability to train a specific ML entity using training data with explainability characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-3 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training explainability reports  of an ML entity.

REQ-ML_TRAIN_TRUST-4 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training fairness capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-5 The ML training MnS producer should have a capability to train a specific ML entity using training data with fairness characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-6 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training fairness reports of an ML entity.

REQ-ML_TRAIN_TRUST-7 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training robustness capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-8 The ML training MnS producer should have a capability to train a specific ML entity using training data with robustness characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-9 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training robustness  reports  of an ML entity.

REQ-ML_INF_TRUST-1 The producer of AI/ML inference should have a capability to infer using a specific ML entity rained and tested with explainability characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-2 The producer of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference explainability reports of an ML entity. 

REQ-ML_INF_TRUST-3 The producer of AI/ML inference should have a capability to infer using a specific ML entity trained and tested with fairness characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-4 The producer of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference fairness reports of an ML entity.  

REQ-ML_INF_TRUST-5 The producer of AI/ML inference should have a capability to infer using a specific ML entity trained and tested with robustness characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-6 The producer of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference robustness reports of an ML entity. 

REQ-ML_TEST_TRUST-1 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported assessment explainability capabilities of an ML entity.

REQ-ML_TEST_TRUST-2 The ML assessment MnS producer should have a capability to test a specific ML entity using assessment data with explainability characteristics as defined by the MnS consumer.

REQ-ML_TEST_TRUST-3 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the assessment explainability reports of an ML entity.

REQ-ML_TEST_TRUST-4 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported assessment fairness capabilities of an ML entity.

REQ-ML_TEST _TRUST-5 The ML assessment MnS producer should have a capability to test a specific ML entity using assessment data with fairness characteristics as defined by the MnS consumer.

REQ-ML_TEST _TRUST-6 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the assessment fairness reports of an ML entity.

REQ-ML_TEST _TRUST-7 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported assessment robustness capabilities of an ML entity. 

REQ-ML_TEST _TRUST-8 The ML assessment MnS producer should have a capability to test a specific ML entity using assessment data with robustness characteristics as defined by the MnS consumer.

REQ-ML_TEST _TRUST-9 The ML assessment MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the assessment robustness reports of an ML entity. 

5.3.1.4
Possible solutions

5.3.1.4.1
ML trustworthiness indicators
This solution introduces three attributes to specify the trustworthiness indicators: 

· trustworthinessType indicates the type of trustworthiness metric, e.g., explainability, fairness, robustness. 

· trustworthinessMetric indicates the trustworthiness metric used to evaluate the trustworthiness of an ML entity, e.g., monotonicity for explainability, disparate impact for fairness, missingness ratio for robustness.

The trustworthinessScore indicates the trustworthiness score corresponding to the trustworthinessMetric.

The attributes may be combined into a data type modelTrustworthiness to specify the trustworthiness of an ML entity or process. 

The ML trustworthiness indicators should be applicable to:

-
data collection - to ensure that the data is trustworthy, e.g., is not biased against one age or income group, 

-
training process - to ensure that training is trustworthy, i.e., that even when the data is trustworth that the manipulation or use of that data is trustworth, e.g., that one feature is not given unnecessarily more weight in training than another feature. E.g., for ML energy saving does not weigh user density low with a result of a higher switch off of cells in low-income areas where user density is higher. Separate indicators may also be added for the testing process – to ensure that the testing process is trustworthy,

-
inference process - to ensure that the inference process is trustworthy.
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Figure 5.3.1.4.1-1: ML trustworthiness indicators are applicable to evaluating provision of data as well as the outcomes of the training process, the testing process and the inference process.

Note: The implementation of algorithms to achieve trustworthiness is vendor specific implementation details that are out of the scope of this TR.
5.3.1.4.2
AI/ML data trustworthiness
This solution extends the MLTrainingRequest IOC by adding a new attribute, e.g., dataTrustworthinessRequirements, to allow the ML entity training MnS consumer to request the ML entity training MnS producer to pre-process the training data with specified data trustworthiness requirements before training the ML model. Similarly, the MLTrainingReport IOC also needs to be extended with a new attribute, e.g., achievedDataTrustworthiness, to allow the ML entity training MnS producer to report the achieved data trustworthiness score on the training data used to train ML model. 

Similarly, if and when ML testing and ML inference related IOCs (e.g., MLTestingRequest, MLTestingReport, MLInferenceRequest, MLInferenceReport) are introduced in TS28.105, these IOCs also need to introduce new attributes, e.g., dataTrustworthinessRequirements and achievedDataTrustworthiness, but in the context of testing data and inference data trustworthiness.
The newly introduced attributes dataTrustworthinessRequirements and achievedDataTrustworthiness are of data type modelTrustworthiness.
5.3.1.4.3
ML training trustworthiness

This solution extends the MLTrainingRequest IOC by adding a new attribute, e.g., trainingTrustworthinessRequirements, to allow the ML entity training MnS consumer to request the ML entity training MnS producer to train the ML model with specified training trustworthiness requirements. Similarly, the MLTrainingReport IOC also needs to be extended with a new attribute, e.g., achievedTrainingTrustworthiness, to allow the ML entity training MnS producer to report the achieved training trustworthiness score on the ML model.

The newly introduced attributes trainingTrustworthinessRequirements and achievedTrainingTrustworthiness are of data type modelTrustworthiness.
5.3.1.4.4
AI/ML inference trustworthiness

This solution may extend the ML Inference Request related IOC by adding a new attribute, e.g., inferenceTrustworthinessRequirements, to allow the ML entity inference MnS consumer to request the ML entity inference MnS producer to infer the decisions with specified inference trustworthiness requirements. Similarly, the ML Inference Response IOC may also need to be extended with a new attribute, e.g., achievedInferenceTrustworthiness, to allow the ML entity inference MnS producer to report the achieved inference trustworthiness score on the deployed ML model for inference.
The newly introduced attributes inferenceTrustworthinessRequirements and achievedInferenceTrustworthiness are of data type modelTrustworthiness.
5.3.1.4.5
Assessment of AI/ML trustworthiness

Introduce the ML Assessment Request as an IOC to allow the MnS consumer to request the MnS producer for the assessment of ML entity fulfillment of trustworthiness requirements. Similarly, the ML Assessment Response IOC may also need to be introduced to allow the MnS producer to report the achieved assessment trustworthiness score on the assessed ML model. These IOCs may be name contained in an MLAssessmentFunction IOC.

The MLAssessmentRequest IOC may include the mLEntityId ( the Identifier of the ML entity that needs to be assessed) as well as attributes on:

-
candidateAssessmentData - It provides the address(es) of the candidate assessment data source provided by MnS consumer.

-
assesmentTrustworthinessRequirements - It is of data type modelTrustworthiness (with three attributes: trustworthinessType, trustworthinessMetric and trustworthinessScore). The trustworthinessType may be one of explainability, fairness and adversarial robustness; the trustworthinessMetric may be one of the newly proposed metrics; the trustworthinessScore is the actual value of the trustworthinessMetric.

Besides the mLEntityId, the Identifier of the ML entity that was assessed, the MLAssessmentReport IOC may include attributes for:

-
usedConsumerAssessmentData - It provides the address(es) where lists of the consumer-provided assessment data are located, which have been used for the ML model assessment.
-
achievedAssessmentTrustworthiness - It is of data type modelTrustworthiness (with three attributes: trustworthinessType, trustworthinessMetric and trustworthinessScore). The trustworthinessType may be one of explainability, fairness and adversarial robustness; the trustworthinessMetric may be one of the newly proposed metrics; the trustworthinessScore is the actual value of the trustworthinessMetric.

5.3.1.5
Evaluation
The solutions described in clause 5.3.1.4.1, 5.3.1.4.2, 5.3.1.4.3 and 5.3.1.4.4 adopts the NRM-based approach, proposing a new information element (modelTrustworthiness datatype) with clear relationship to existing information elements “MLTrainingRequest” and "MLTrainingReport" IOCs. It fully reuses the existing provisioning MnS Operations and notifications for AI/ML data trustworthiness, ML training trustworthiness and AI/ML inference trustworthiness configuration and reporting. The implementation of this NRM-based solution is straightforward. Therefore, the solutions described is a feasible solution for AI/ML trustworthiness configuration and reporting.

The solution described in clause 5.3.1.4.5 adopts the NRM-based approach, proposing new information elements (MLAssessmentRequest and MLAssessmentReport IOCs). It reuses the existing provisioning MnS Operations and notifications for configuration and reporting of AI/ML trustworthiness assessment and the implementation of this NRM-based solution is straightforward. Therefore, the solution described in clause 5.3.1.4.5 is a feasible solution to be developed further in the normative specifications.
The solutions described in clause 5.3.1.4 are promising. However, the following issues needs to be further addressed:
1) the relation between the trustworthiness indicators/metrics and the 3GPP management or network data, and
2) how to support the consumer and the producer to have a consistent interpretation of the trustworthiness indicators/metrics.
	End of modifications


