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1
Decision/action requested

The group is asked to review and approve this document.
2
References

[1]



3GPP TR 28.908-1.1.0: “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.

3
Rationale

This document presents some clarifications to Training data effectiveness reporting and analytics use case in clause 5.1.6 [1].
4
Detailed proposal

	Start of modification


5.1.6
Training data effectiveness reporting and analytics

5.1.6.1
Description

For ML model training, a large amount of data instances does not necessarily add value, e.g., if only a subset of the data  contributes to actual model training, the rest will be discarded by some well-designed algorithms. During ML model training the information can be provided on whether a specific sample is useful for the training or not and on how much such a sample is useful for the training. 

5.1.6.2
Use cases

5.1.6.2.1
Training data effectiveness reporting
Training data effectiveness refers to the process of evaluating the contribution of a single data instance or a type of input training data (e.g., one particular measurement type among all types of input training data) to ML model training process.
To train a ML model, high quality and large volume of training data instances are mandatory. The general practice is to collect as much data as possible and feed them to the ML model for pre-processing and training, in the hope to get high quality of trained model. This is usually done without considering the possibly different contributions of the different portions of input data samples to the accuracy of the trained model.  However, this open use of all available data can be costly,  both  in terms of data collection process and also from computation resources perspective since the data contain also  the unnecessary data samples that are computed through the ML model. One solution is to leave the challenge to the specific ML model training function to optimize the training data usage during model training, or before every training or retraining, e.g., by simply resampling the training data to only use part of the collected training data. However, this method can be inappropriate, especially that in mobile networks where the amount of data can be quite large, resources are constrained while  ML models need to still be very accurate and optimally trained,. Instead, it is better that the training function evaluates the usefulness of different data samples or features and indicates that usefulness to the consumer so that the data used for re-training can be further optimized.

The 3GPP management system needs to support means to report the extent of effectiveness  of the different training data samples used in ML training based on insight of how the different portion of data contribute differently to the model accuracy. 
5.1.6.2.2
Training data effectiveness analytics
A single/independent observation on whether a certain sample or feature at a given timestamp contributed to model gradients cannot provide understanding on whether using such a sample or feature will contribute to model accuracy of the same ML model in further training/re-trainings, or if it will contribute to efficiency of training of further models related to the same use case.

In order to have such understanding, further analysis of the data related to the importance of the data instances during training is needed. The patterns of the most effective training data generated from the analytics would be very helpful to improve data collection in order to optimize the quantity and quality of the data to be used for training.  
5.1.6.2.3
Measurement data correlation analytics for ML training
For ML model training, a large amount of measurement data points may be collected and does not necessarily add value, e.g., due to the complexity and time-varying nature of network when the data is collected. Based on the fact that  the collected measurement data can be highly correlated (linear or non-linear), using all measurement data for model training (and inference) can be  a waste of computing resource and some means are therefore necessary to optimise the data based on the correlation. Hence there is a need to correlate the measurement data for ML training, such as:

-
For a given task (e.g., analytics, model training), automatically analyses the correlation among the given set of all measurement data, the output can be a much smaller set of measurement data, with which ML model training could be much more efficient with limited (or managed) impact to model training performance (compared to using full set of data).
-
Regularly renew the correlation analytics as time progresses, since the correlation relationship might change; this is especially useful when there is a need to regularly ret-train the ML model re-training.
	End of modifications


