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1
Decision/action requested

The Group is asked to discuss and approve.
2
References

[1]
3GPP TR 28.908: “Study on Artificial Intelligence / Machine Learning (AI/ML) management”.
3
Rationale

Misleading text for the scenario when ML Training and ML Inference are in the same managed entity/location.
Terms used in the Figure 4.3.1-1 does not follow the agreed terminology to be used in SA5 documentations.
4
Detailed proposal


First Change
4.3.1
AI/ML operational workflow
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN and management system), and the generic workflow of the operational steps in the lifecycle of an ML model or entity, is depicted in the figure 4.3.1-1.



Figure 4.3.1-1: AI/ML operational workflow

The workflow involves 3 main phases; the training, deployment and inference phase, including the main operational tasks for each phase. These are briefly described below:

Training phase:

-
ML training: Learning by the Machine from the training data to generate the (new or updated) ML entity (see TS 28.105 [4]) that could be used for inference. The ML Training may also include the validation of the generated ML entity to evaluate the performance variance of the ML entity when performing on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the ML entity needs to be re-trained. This is the initial step of the workflow. The ML Training MnS is specified in TS 28.105 [4].

-
ML entity testing: Testing of the validated ML entity with testing data to evaluate the performance of the trained ML entity for selection for inference. When the performance of the trained ML entity meets the expectations on both training data and validation data, the ML entity is finally tested to evaluate the performance on testing data. If the testing result meets the expectation, the ML entity may be counted as a candidate for use towards the intended use case or task, otherwise the ML entity may need to be further (re)trained. In some cases, the ML entity may need to be verified which is the special case of testing to check whether it works in the AI/ML inference function or the target node. In other cases, the verification step may be skipped, for instance in case the input and output data, data types and formats, have been unchanged from the last ML entity.
Deployment phase:

-
ML entity deployment: Deployment of the trained and tested ML entity to the target inference function which will use the subject ML entity for inference.

NOTE: 
The deployment phase may not be needed in some cases, for example when the training function and inference function are in the same managed entity/location.
Inference phase:

-
AI/ML inference: Performing inference using the ML entity by the inference function.
In telco-grade environments, it is worth noting that the selected learning method (see examples of learning methods captured in Table 4.1-1 in TS 28.105 [4]) can influence on how AI/ML operational workflow executes. In some cases (e.g., when using supervised learning methods), the inference phase cannot start until training phase gets ended. In other cases (e.g., when using reinforcement learning methods), the inference phase can start while training phase is still in progress.
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