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1	Decision/action requested
The group is asked to discuss and approve the proposal.
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3	Rationale
This tdoc discusses a new concept of anomaly report in FSEV study [1, 2].
In [3], the definition of alarm is provided as follows:
Alarm: An alarm signifies an undesired condition of a resource (e.g. network element, link) for which an operator action is required. It emphasizes a key requirement that operators (above Itf-N) should not be informed about an undesired condition unless it requires operator action. Use of this emphasis does not exclude this case: In certain context, it is not possible for alarm reporters (below Itf-N) to know whether a particular undesired condition requires operator action or not. In such context, the NM may receive alarms that do not require operator action [3].
It is expected that the capability of identifying alarms which require further actions should be supported. So that important anomalies such as mass faults, major network faults, service and network performance deterioration, and potential risks can be clearly reported to the consumer.
Observation 1: More works may be needed to identify different alarm types, consequences and further actions.

In [1], the relation and interaction with eMDAS is one of the objectives to study in FS_FSEV.
Relation and interaction with eMDAS and eCOSLA for evolved fault supervision, e.g., how to take advantage of and integrate eMDAS capabilities into the solutions and if any, recommended capabilities needed for eMDAS enhancements.
In [5], MDA capability of “failure prediction” in “MDA assisted fault management” has been specified.
[…] Due to the fact that failure prediction could depend on the existing alarm incidents and relevant historical and real‑time data (performance measurement information, configuration data, network topology information, etc.), there is a possibility for MDA to be used in conjunction with AI/ML technologies and model training to predict potential failures [5].
In order to avoid the occurrence of failures and abnormal network status, it is necessary for consumers of analytics to obtain the required details of potential failure and the corresponding degradation trend (abnormal KPI, performance measurement information, possible alarm type, fault root cause, etc.) [5]. […]
Failure prediction is supported by MDA MnS producer. Other types of fault related analysis capabilities may also be considered, e.g., fault analysis, performance degradation analysis, quality of service degradation prediction etc.
In [6], more analysis capabilities of MDA have been described, e.g., KPI anomaly analysis, Alarm incident analysis, Alarm malfunction analytics etc.
Observation 2: More advanced analytics capabilities are needed to assist fault management. The enahcements and integration of MDA assisted fault management should be studied in FS_FSEV.

ITU-T related standardization works:
In the ITU-T recommendation E.475 [8], it is described how to perform network management and troubleshooting through intelligent network analysis and diagnosis based on multi-dimensional data collection, such as configurations, traffic statistics, alarms, and performance data etc. The data diagnosis engine provides functions such as anomaly detection, risk assessment, and rule management. The concept of anomaly detection, risk assessment etc are introduced.
[…] The network analytics function is used to aggregate the network data, set up automatic tasks for network maintenance, provide assurance of appropriate network performance, anticipant network event, and perform trend analysis. The network diagnostics function is used to forecast short term changes and risks in the network, locate service degradation areas and service channels with poor performance that needs optimization, and find root causes when network faults are detected. In addition, this functional reference architecture also includes a data collection function at the data sources level. Through interaction with these functional components, it is possible to coordinate monitoring tasks, detect degraded network performance, conduct proactive risk assessments of network quality, which can form closed loop control, make decision, operate and optimize the network to meet on-demand service requirements […].
[bookmark: _Toc26984692][bookmark: _Toc34320196][bookmark: _Toc34385586][bookmark: _Toc35411566][bookmark: _Toc35446638]7.3	Data diagnostics engine
The data diagnostics engine uses network data analysis to improve the ability of fault localization and diagnosis. It consists of three major components, i.e., anomaly detection, risk assessment, and rule management.
[bookmark: _Toc26984693]7.3.1	Anomaly detection
In the data diagnostics engine, anomaly detection is the identification of items, events, metric, flows or state anomalies which do not conform to an expected pattern or other items in a network dataset. Typically, the anomalous items is likely to trigger events in logs, configurations, metrics or alarms.
Anomaly detection module is responsible for handling network faults by various different means, e.g., analysing trouble tickets, logs and associated telemetry of failure network devices, etc. The goal of anomaly detection is to apply telecom-specific logic (data models, rules sets, etc.) to automatically dimensioning issues and find the root causes of the network problems timely.
[bookmark: _Toc513451702][bookmark: _Toc26984694]7.3.2	Risk assessment
In the data diagnostics engine, risk assessment is a component aiming at providing an estimation of the overall network risk condition. Unlike the anomaly detection component that deals with network faults and failure that already happened, the goal of risk assessment is to predict network events, forecast short term changes and risks in the network based on the trends of network data (e.g., fast growing, fast dropping, slowly increasing, or slowly decreasing of metric data). This opens up a channel to reveal potential network problems or locate the need for optimization and upgrade.
TMF related standardization works:
A set of TMF specifications on Closed-loop Anomaly Detection and Resolution Automation (CLADRA) are listed [9], they contain a reference architecture and related collateral to enable CSP’s to transform network operations by using AI driven closed-loop automation to detect anomalies, determine resolution and implement the required changes to the network within a continuous highly automated framework.
In TMF IG1219B [10], a term “anomaly event” is introduced as “occurence of an event that deviates from normal. Anomaly Event need to be handled based on the constraints it satisfies (such as time of the day or particular business context), priority of mitigation, potential impact etc.”
In TMF IG1219E [11], some terms regarding activities in CLADRA are introduced as follows:
Anomaly Prediction
Anomaly prediction (aka Predict Anomaly) is defined as the act of estimating the outcomes for unseen data or events. It includes a sub-capability known as anomaly forecasting (aka forecast anomaly) where prediction of future anomalies are made based on time-series patterns (from data, events or observations).
Anomaly Detection
Anomaly detection (aka detect anomaly, or outlier analysis) is defined as an activity to identify outliers (which may be data points, events, and/or rare observations) that deviate from normal behavior or expectation.
Anomaly Mitigation
Anomaly mitigation (aka mitigate anomaly) is defined as an activity to alleviate the likely outcome of an outlier or abnormal behavior. This activity reduces the severity of an anomaly when it predicted and/or detected.
Anomaly Assessment
Anomaly Assessment (aka Assess Anomaly) is defined as an activity to appraise or make a judgement about an observed outlier or abnormal behavior (anomaly). It includes decisions that evaluate observed anomaly based on well-defined characterization (such as priority, cost etc.)
Anomaly Learning
Anomaly Learning (aka. Learn Anomaly) is defined as an activity to gain knowledge or skill about an anomaly that was not known before.
Closed Loop
A Closed-loop, also known as a "feedback loop", is a framework in which outputs of a system, workflow or process are circled back and used as inputs in a way to improve next output.(Source: IG1219, TMF071)
Observation 3: The term “anomaly” has been already widely used in telecommunication industry to represent the occurence or prediction of issues that deviate from normal, which may be detected through the network analysis and diagnosis and should be mitigated by certain activities.

A generic term “anomaly report” can be introduced to cover various types of analytical results for MDA assisted fault management in the FSEV study.
Anomaly report
The analytical result to indicate the deviation from normal or expected which have or will have service and network impacts and need actions to resolve.
The anomaly report may be fault or performance degradation or service failure risks which have occurred or may occur in the future. To identify anomalies, existing alarm notifications, performance data, historical data and configuration data etc may be used. Since it is the analytical result of the MDA MnS producer to assist the fault management, it does not modify exiting FM interface.

Summary
Observation 1: More works may be needed to identify different alarm types, consequences and further actions.
Observation 2: More advanced analytics capabilities are needed to assist fault management. The enahcements and integration of MDA assisted fault management should be studied in FS_FSEV.
Observation 3: The term “anomaly” has been already widely used in telecommunication industry to represent the occurence or prediction of issues that deviate from normal, which may be detected through the network analysis and diagnosis and should be mitigated by certain activities.
Proposal 1: It is proposed to introduce the concept of anomaly report.
4	Detailed proposal
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[bookmark: _Toc107987879]5.1	Key Issue 1: Missing definitions 
[bookmark: _Toc107987880]5.1.1	Description
TS 28.532, clause 11.2, which defines the Fault Supervision MnS, does not provide the necessary definitions and descriptions required to understand the current state of art as to alarm management. This is because much of the material specified and available for the IRP Framework was not moved to SBMA.
[bookmark: _Toc107987881]5.1.2	Potential solutions
TS 28.532, clause 11.2 should provide all necessary definitions. This clause provides an (non exhaustive) overview on available definitions.
[……]
Root cause analysis:
RFC 8632: An alarm can indicate candidate root-cause resources, for example, a database issue alarm referring to a full-disk partition.
SA5 IRP: Root Cause Analysis is a process that can determine and identify the network condition (e.g. fault, mis configuration) causing the alarms.
Discussion: The SA5 definition is not compliant to what is done in the interface definition. The interface definition clearly refers to alarms as the result of the root cause analysis and not to network conditions.
SA5 needs to discuss the old definition of the term root cause analysis.
MDA assisted fault management
MDA type of “failure prediction” in “MDA assisted fault management” has been specified in TS 28.104 [x]. Other types of fault related analysis capabilities may also be considered, e.g., fault analysis, performance degradation analysis, quality of service degradation prediction etc. 
One of the objectives of FS_FSEV study is the relation and interaction with eMDAS and eCOSLA for evolved fault supervision, e.g., how to take advantage of and integrate eMDAS capabilities into the solutions and if any, recommended capabilities needed for eMDAS. A generic term “anomaly report” may be introduced to cover various types of analytical results for MDA assisted fault management in the FS_FSEV study. 
Proposed new definition: 
Editor's note: A new definition is not agreed yet. The following proposal will be subject to further modifications and is just provided here as baseline for further discussions.
Anomaly report: The analytical result to indicate the deviation from normal or expected which have or will have service and network impacts and need actions to resolve.
The anomaly report may be fault or performance degradation or service failure risks which have occurred or may occur in the future. To identify anomalies, existing alarm notifications, performance data, historical data and configuration data etc may be used. Since it is the analytical result of the MDA assisted fault management, it does not modify exiting FM interface.

[bookmark: _Toc107987882]5.1.3	Conclusion - Impact on normative work
Editor's Note:	This clause provides the conclusion from the aspect of impact on normative work.
	End of change



