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	1st modified section


[bookmark: _Toc105572963][bookmark: _Toc113619632][bookmark: _Toc105572826][bookmark: _Toc113619496]7.2.x	Resource related analytics
[bookmark: _Toc105572827][bookmark: _Toc113619497]7.2.x.1	NF resource utilization analysis
[bookmark: _Toc105572828][bookmark: _Toc113619498]7.2.x.1.1	Description
This MDA capability is for analysis of resource utilization of 3GPP NFs.
[bookmark: _Toc105572829][bookmark: _Toc113619499]7.2.x.1.2	Use case
The 3GPP system is a resource limited system, no matter whether the NF is working on virtualized resources or physical resources. 
Resource shortage would affect the QoS and potentially impact users’ quality of experience (QoE), e.g., by lowering the users’ data throughput, prolonging the users’ data delay, raising the rejections for the establishment of new connections (e.g., RRC connection), sessions (e.g., PDU session) and resources (e.g., QoS flows, DRBs, etc.) and increasing the drops of the existing connections, sessions, and resources. 
Resource excess would cause wastage that leads to additional CapEx and OpEx.
Therefore, it is imperative to ensure optimum and efficient resource utilization for the NFs.
The resource utilization of an NF is heavily dependent on traffic patterns, which could vary in different coverage areas (e.g., business area, entertainment area, and residential area) and in different time periods (weekdays and time of the day). It is desirable that the spare resource of the low-usage areas can be allocated to the busy areas.
It is expected that MDA can perform an analysis of the resource utilization for NFs to indicate the resource usage patterns in the past and predict the resource usage trend for some time periods in the future.
It is also very useful that MDA provides recommendations that can be utlised to efficiently orchestrate the resources among NFs between the low usage and high usage areas for some time periods. The recommended actions could be for example to schedule the "scale in" and "scale out" of VNFs to optimize the allocation of the virtualized resources.
7.2.x.1.3	Requirements
Table 7.2.1.1.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-RES_UTI_ANA-01
	MDA capability for resource utilization analysis shall be able to identify the NFs with low or under-utilised resource usage in a specific coverage area or a sub-network during some time periods in the past.
	NF resource utilization analysis

	REQ-RES_UTI_ANA-02
	MDA capability for resource utilization analysis shall be able to identify the NFs with high resource usage in a specific coverage area or a sub-network during some time periods in the past.
	NF resource utilization analysis

	REQ-RES_UTI_ANA-03
	MDA capability for resource utilization analysis shall be able to provide the prediction of resource usage of NFs in a specific area or a sub-network for some time periods in the future.
	NF resource utilization analysis

	REQ-RES_UTI_ANA-04
	MDA capability for resource utilization analysis shall be able to provide recommended actions to orchestrate the resource allocation for NFs.
	NF resource utilization analysis



	Next modified section


[bookmark: _Toc105572908][bookmark: _Toc113619577]8.4.x	Resource related analytics
[bookmark: _Toc105572909][bookmark: _Toc113619578]8.4.x.1	NF resource utilization analysis
[bookmark: _Toc105572910][bookmark: _Toc113619579]8.4.x.1.1	MDA type
The MDA type for NF resource utilization analysis is: ResourceAnalytics.ResourceUtilizationAnalysisNF.
[bookmark: _Toc105572911][bookmark: _Toc113619580]8.4.x.1.2	Enabling data
The enabling data for ResourceAnalytics.ResourceUtilizationAnalysisNF MDA type are provided in table 8.4.x.1.2-1.
For general information about enabling data, see clause 8.2.1.
Table 8.4.x.1.2-1: Enabling data for NF resource utilization analysis
	[bookmark: MCCQCTEMPBM_00000136]Data category
	Description
	References

	Performance measurements
	VR (including Virtual CPU, Virtual Memory, and Virtual Disk) usage of NF
	VR usage of NF (clause 5.7.1 of TS 28.552 [4])

	
	Connection Point data volumes of NF
	Connection data volumes of NF (clause 5.7.2 of TS 28.552 [4])

	
	N3 interface data volume
	N3 interface related measurements (clause 5.4.1 of TS 28.552 [4])

	
	N4 interface session establishments
	N4 session establishments (clause 5.4.3.1 of TS 28.552 [4])

	
	N6 interface link usage
	N6 related measurements (clause 5.4.2 of TS 28.552 [4])

	
	N9 interface data volume
	[bookmark: _Toc44492209][bookmark: _Toc51690138][bookmark: _Toc51750830][bookmark: _Toc51775090][bookmark: _Toc51775704][bookmark: _Toc51776320][bookmark: _Toc58515706][bookmark: _Toc122530016]GTP Data Packets and volume on N9 interface (clause 5.4.4.2	of TS 28.552 [4])

	
	Radio resource utilization
	Radio resource utilization (clause 5.1.1.2 of TS 28.552 [4])

	
	RRC connection number
	[bookmark: _Toc20132228][bookmark: _Toc27473263][bookmark: _Toc35955918][bookmark: _Toc44491889][bookmark: _Toc51689816][bookmark: _Toc51750490][bookmark: _Toc51774750][bookmark: _Toc51775364][bookmark: _Toc51775980][bookmark: _Toc58515363][bookmark: _Toc122529597]RRC connection number (clause 5.1.1.4 of TS 28.552 [4])

	
	[bookmark: _Hlk79498267]Mean number of PDU sessions in NR cell
	Mean number of PDU sessions being allocated (clause 5.1.1.5.4 of TS 28.552 [4])

	
	[bookmark: _Toc122529699][bookmark: _Hlk79498241]Mean number of DRBs in NR cell
	Mean number of DRBs being allocated (	clause 5.1.1.10.9 of TS 28.552 [4])

	
	[bookmark: _Toc20132274][bookmark: _Toc27473319][bookmark: _Toc35955974][bookmark: _Toc44491947][bookmark: _Toc51689874][bookmark: _Toc51750558][bookmark: _Toc51774818][bookmark: _Toc51775432][bookmark: _Toc51776048][bookmark: _Toc58515431][bookmark: _Toc122529710]QoS flow release in NR cell
	QoS flow release (clause 5.1.1.13.1 of TS 28.552 [4])


	
	[bookmark: _Toc35956024][bookmark: _Toc44491997][bookmark: _Toc51689926][bookmark: _Toc51750611][bookmark: _Toc51774871][bookmark: _Toc51775485][bookmark: _Toc51776101][bookmark: _Toc58515484][bookmark: _Toc122529767]Number of Active UEs

	Number of Active UEs (clause 5.1.1.23 of TS 28.552 [4])


	
	PDCP Data Volume 
	PDCP Data Volume (clause 5.1.2.1 and 5.1.3.6 of TS 28.552 [4])

	
	Number of PDU sessions
	Number of PDU sessions (mean) (clause 5.3.1.1 of TS 28.552 [4])

	
	Number of QoS flows
	Mean number of QoS flows (clause 5.3.2.1.7 of TS 28.552 [4])

	Geographical data
	The geographical information (longitude, latitude, altitude) of the deployed RAN (NG-RAN and E-UTRAN).
	The geographical information (longitude, latitude, altitude) information (see the peeParametersList attribute of the ManagedFunction IOC in TS 28.622 [19]).

	Configuration data
	The NRMs of the analyzed NFs
	The NRMs defined in TS 28.622 [19] and TS 28.541 [15].

	Network Data Analytics
	Analysis data from the control plane produced by NWDAF including NF load, observed service experience, user plane performance, and slice load level analytics.
	Analytics data from NWDAF in TS 23.288 [10] including e.g. NF load analytics (clause 6.5), observed service experience related network data analytics (clause 6.4), analytics for user plane performance (i.e. average/maximum traffic rate, average/maximum packet delay, average packet loss rate in clause 6.14), and Slice load level related network data analytics (clause 6.3).



[bookmark: _Toc105572912][bookmark: _Toc113619581]8.4.x.1.3	Analytics output
The specific information elements of the analytics output for NF resource utilization analysis, in addition to the common information elements of the analytics outputs (see clause 8.3), are provided in table 8.4.x.1.3-1.
Table 8.4.x.1.3-1: Analytics output for NF resource utilization analysis
	Information element
	Definition
	Support qualifier
	Properties

	lowResourceUsageNFs
	The NFs with low resource usage (see Note 1) during some time periods in the past.
	M
	type: ResourceUsageNF
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

	highResourceUsageNFs
	The NFs with high resource usage (see Note 1) during some time periods in the past.
	
	type: ResourceUsageNF
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

	predictedResourceUsageForNFs
	The predicted resource usage for NFs during  some time periods in the future.
	M
	type: ResourceUsageNF
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

	recommendedActions
	The recommended actions to orchestrate the resource allocation for NFs.

The recommended action may be (but not limited to):
-	scale in a list of NFs;
-	scale out a list of NFs.
	M
	type: RecommendedAction
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None
isNullable: False

	NOTE 1: it is up to the MDA MnS producer to decide the thresholds for low and high usage.



	Next modified section


[bookmark: _Toc105573074][bookmark: _Toc113619743][bookmark: _Toc95722983]8.5.x	ResourceUsageNF <<dataType>>
[bookmark: _Toc95722984]8.5.x.1	Definition
This data type specifies the type of resource usage for an NF.
8.5.x.2	Information elements
	Name
	Definition
	Support qualifier
	Properties

	nFId
	It provides the DN of the NF (which can be a 5GC or an NG-RAN NF).
	M
	type: DN
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

	startTime
	It indicates the start time of the time period.
	M
	type: DateTime
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

	endTime
	It indicates the end time of the time period.
	M
	type: DateTime
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

	overallResourceUsage
	It provides the overall average usage (in percentage) of all of the resources.
	M
	type: Real
multiplicity: *
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

	specificResourceUsage
	It provides the average usage of the specific type(s) of resources.
	M
	type: ResourceUsage
multiplicity: *
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False


8.5.x.3	Constraints
None.   
	Next modified section



8.5.y	ResourceUsage <<dataType>>
8.5.y.1	Definition
This data type specifies the type of resource usage.
8.5.y.2	Information elements
	Name
	Definition
	Support qualifier
	Properties

	resourceType
	It indicates the type of resource.

The allowed value is “VirtualCpu”, “VirtualMemory”, “VirtualDisk”, “DLPRBTotal”, “ULPRBTotal”, or a vendor-specific value.
	M
	type: string
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False

	meanUsage
	It provides the mean usage or predicted mean usage (in percentage) of the resource (indicated by the “resourceType” information element).
	M
	type: Real
multiplicity: 1
isOrdered: N/A
isUnique: N/A
defaultValue: None
isNullable: False


8.5.y.3	Constraints
None. 
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