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1
Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
2
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3
Rationale

S5-231196[1] was approved in 146Bis-e meetings about that the AIML management in SA5 needs to be aligned with other 3GPP groups. This contribution proposes to add the discription of AI/ML management relation between SA5 and SA1/SA2/RAN3.

4
Detailed proposal

It is proposed to add the following chapter in TR 28.908.
	1st modified section


4
Concepts and overview

4.X
Relevant study in other 3GPP groups
The following table lists SA1/SA2/RAN3 SIDs/WIDs with related TRs/TSs based on where they are trained and inferenced.
	Training located in OAM (including server), Inference located in gNB
	Training located in OAM (including server), Inference located in OAM (including server), or UE
	Training and inference located in gNB

	RAN3 NR_AIML_NGRAN (TR 37.817 [2], TS 38.300 [3])
	SA1 AIML_MT (TR 22.874 [4], TS 22.261 [5])
	RAN3 NR_AIML_NGRAN (TR 37.817 [2], TS 38.300 [3])

	SA1 AIML_MT (TR 22.874 [4], TS 22.261 [5])
	SA2 FS_AIMLsys (TR 23.700-80 [6])
	

	SA2 FS_AIMLsys (TR 23.700-80 [6])
	
	


4.X.1
Relevant study in RAN3
As described in the TR 37.817 [2], the document includes the mechanisms and principles about AI/ML for the use case of AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. According their agreed conclusion in TS 38.300 [3], the AI/ML model training can be located in the OAM and AI/ML model inference can be located in the gNB. 
The scenario of AI/ML model training is located in the OAM and AI/ML model inference is located in the gNB is closely related to SA5.
4.X.2
Relevant study in SA1
As described in TR 22.874 [4], the document support three types of AI/ML operations including AI/ML operation splitting between AI/ML endpoints, AI/ML model/data distribution and sharing over 5G system and distributed/federated Learning over 5G system. For the type AI/ML operation splitting between AI/ML endpoints, mainly focus on training and inference is located on the server, where inference is performed jointly by the server and UE. For the type AI/ML model/data distribution and sharing over 5G system, mainly focus on online model download and update, where training is performed on the server or NW endpoint, and inference is performed on the UE. For distributed/federated Learning over 5G system, mainly focus on training where training is jointly performed by the server and the terminal and inference can be performed on the UE or jointly performed by the cloud server and the UE. In TS 22.261 [5], the basic capability of AI/ML model transfer in 5GS has been defined including these three types of AI/ML operations.
These three types of AI/ML operations that model training is located in the server may be related to SA5.
4.X.3
Relevant study in SA2
The TR 23.700-80[6] is to support the Application layer AI/ML operations defined in TS 22.261 [5]. The AI/ML operations with model training is located in the server may be related to SA5.
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