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1
Decision/action requested

The group is asked to discuss and endorse the proposals in this discussion paper.
2
References
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3GPP TR 28.908 V 1.0.1 “Study on Artificial Intelligence / Machine Learning (AI/ML) management (Release 18)”

3
Rationale

The Rel-18 study on AI/ML Management [1] is reaching completion stage and would soon evolve into normative specifications. The proposals in this document aim at developing general guidelines for conclusions and recommendations to guide the development of normative specifications.

4 
WF towards concluding the study on AI/ML managment


The technical report in 28.908 [1] described the AI/ML management capabilities and services for the 3GPP 5GS including the management and orchestration system where AI/ML features or capabilities are used. Clause 4 described concepts, relevant terminologies, and AI/ML workflow/management capabilities. 

The technical report also identified and documented a wide range of use cases in clause 5.  Around 43 use cases, along with their corresponding requirements and potential solutions have thus far been documented and grouped under 17 categories in clause 5. 

Moving on to the normative specifications development the group is asked to carefully consider and agree upon some guidelines for the TR conclusions and recommendations to guide the development of normative specifications.

The guidelines are summarised in the following proposals:
Due to the relatively very high number and detailed use cases and requirements it seems quite practical that only a subset of the use cases is prioritised for Rel-18, with the remaining to be scheduled for future releases. This would allow the group to develop cleaner and stable specifications for the current release as well as forming good grounds for future relevant specifications addressing the solutions of remaining use cases. The prioritisation process would of course be based on discussion among the group and decided after mutual agreements.

Proposal #1: Identify and prioritise a subset of the existing use cases to be addressed in Rel-18 nromative work with consideration of criteria such as the extent of relevance to AI/ML management scope and the main steps and phases of the AI/ML operational workflow. 

Currently the technical report documents the various use cases under around 17 categories. Some of these categories as well as the use cases under each category overlap in their scope making it difficult to map the individual use cases to the three main phases of the AI/ML operational workflow (depicted in Figure 4.2.1-1). Besides, this also makes it difficult to read and follow the information in the TR. To facilitate the development of study technical report recommendations and conclusions for normative specifications, the group is requested to consider re-arrangment/re-grouping of the use cases in clause 5.
Proposal #2: Re-group the use cases in clause 5 of TR 28.908 into separate categories that map directly to the three main phases of the AI/ML operational workflow, such as the following.
· Management capabilities for ML training phase, which includes 

· control and configuration of ML training, 

· data management for ML training, 

· performance evaluation for ML training, 

· ML entity validation, 

· ML context management, 

· AI/ML update management, 

· ML entity capability discovery, 

· ML entity testing,
· ML inference emulation, and
· ML trustworthiness for ML training.

· Management capabilities for ML deployment phase, including 

· management of ML entity loading.
· Management capabilities for AI/ML inference phase, including 

· control (including policy configuration, activation, etc.) of AI/ML inference function and ML entity, 

· performance evaluation of AI/ML inference function and ML entity, and
· ML trustworthiness for AI/ML inference.
Proposal #3: Use cases of the following categories are to be prioritised for Rel-18 normative work:
·  ML training phase, 

· control and configuration of ML training, 

· data management for ML training, 

· performance evaluation for ML training, 

· ML entity validation, 

· ML context management, 

· AI/ML update management, 

· ML entity capability discovery, 

· ML entity testing, 

· ML inference emulation; and
· ML trustworthiness for ML training.

· ML deployment phase:
· management of ML entity loading; 

· AI/ML inference phase: 

· control (including policy configuration, activation, etc.) of AI/ML inference function and ML entity, 

· performance evaluation of AI/ML inference function and ML entity, 
· ML trustworthiness for AI/ML inference
Solutions addressing the various use cases are expected to overlap to some extent. Hence it is aimed to develop consolidated common solutions that should also utilise existing solutions and mechanisms as much as possible rather than developing new ones. By re-grouping the UCs, we would be able to consolidate the use cases and requirements to avoid potential overlaps and conflicts and develop common solutions. 

5 
Detailed proposals

The group is asked to discuss and endorse the following proposals:
Proposal #1: Identify and prioritise a subset of the existing use cases to be addressed in Rel-18 nromative work with consideration of criteria such as the extent of relevance to AI/ML management scope and the main steps and phases of the AI/ML operational workflow. 

Proposal #2: Re-group the use cases in clause 5 of TR 28.908 into separate categories that map directly to the three main phases of the AI/ML operational workflow, such as the following.

· Management capabilities for ML training phase, which includes 

· control and configuration of ML training, 

· data management for ML training, 

· performance evaluation for ML training, 

· ML entity validation, 

· ML context management, 

· AI/ML update management, 

· ML entity capability discovery, 

· ML entity testing,

· ML inference emulation, and

· ML trustworthiness for ML training.

· Management capabilities for ML deployment phase, including 

· management of ML entity loading.

· Management capabilities for AI/ML inference phase, including 

· control (including policy configuration, activation, etc.) of AI/ML inference function and ML entity, 

· performance evaluation of AI/ML inference function and ML entity, and

· ML trustworthiness for AI/ML inference.

Proposal #3: Use cases of the following categories are to be prioritised for Rel-18 normative work:
·  ML training phase, 

· control and configuration of ML training, 

· data management for ML training, 

· performance evaluation for ML training, 

· ML entity validation, 

· ML context management, 

· AI/ML update management, 

· ML entity capability discovery, 

· ML entity testing, 

· ML inference emulation; and

· ML trustworthiness for ML training.

· ML deployment phase:

· management of ML entity loading.
· AI/ML inference phase: 

· control (including policy configuration, activation, etc.) of AI/ML inference function and ML entity, 

· performance evaluation of AI/ML inference function and ML entity, 

· ML trustworthiness for AI/ML inference.
