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1
Decision/action requested

The group is asked to discuss and endorse the proposal.
2
References

[1]
3GPP TS 28.532 Management and orchestration; Generic management services
3
Rationale

There are cases when an event occurs that represents a potential fault in the system but that does not have the usual states of an alarm.
As the event may represent a fault the operator or the supervising management system needs to be informed in (near) real-time. Often a single managed element may not be capable of deciding if the event is a fault or not. Deciding whether an event is a fault may need information about neighboring network functions, which is only available in a management system. To handle such events we propose to introduce the concept of a stateless "Alert".
Alert: is a type of Event. Alerts represent events that potentially (but not definitely) require operator attention and may result in service or system failures. It occurs at a point in time but has no duration or state. It has a set of information associated with it like id, severity, probably-cause, event-time. This alert information set may be transferred in a notification or modeled in the NRM. 
Alerts are different from alarms because:

· They don't have a specific action or event that would indicate the end of the event/fault. 
· The alert indicates a potential fault. It is outside the capabilites of the MnsProducer to decide whether the event indicates a fault, whetherf it is potentially service impacting. If the MnsProducer is capable of detecting a service impacting fault it should raise an alarm instead of an alert.
Alerts are different from provisioning events because:

· They represent potential service impacting faults, thus the operator's or the management system's attention is required. 
· They are part of the Fault Supervision notification stream, so they are presented to the operator/management systems in real-time. Data change notifications are immediate but usually low priority. Other CM/Provisioning events are usually only logged. While logs may be analyzed for problems or trends that is usally done only periodically. 
Alerts indicate potential faults, thus should be handled by Fault management, not the provisioning service like clause 11.1.1.10
Notification notifyEvent in [1].
3.1
Use-case examples
The following are use-cases that would need the usage of alerts:

1. If a system automatically restarts different domains (logical DU board, HW unit, BaseBand processing module, a program or program group)  that should not result in service disruptions (depending  on the implementation). However if a process is restarted often this indicates a potential fault that needs to be investigated by an expert system.

2. Self-recoveries (which may employ restarts as a remedy)

3. Auto-overriding of faulty configuration

4. Redundancy shifts

5. Additional Licenses requested/installed automatically (may result in unacceptable monetary costs)
6. When an overload is detected it could be a result of a DOS attack, however the managed element is not capable of deciding whether this is a malicious attack or just high traffic situation. It needs to notify expert systems or human operators that can decide corrective actions if any.

7. Changes of security settings that may impact the privacy of end-user personal data

8. Activation/deactivation of memory protection mechanisms
9. Security related events that were blocked, but may indicate a threat

4
Detailed proposal

Introduce the concept of a stateles Alert. The alert should be part of the Generic Fault Supervision management system.  There are four things to define: 

Alert as a concept and it's differences from alarms and events. Define it in TS 28.532, clause 11.2.
Alert information set: all information that is generated, transferred, maintained about each alert. This may be transferred in a notification or modeled in the NRM. Define in TS 28.622 as an IOC or dataType. It should have similar content as the AlarmRecord dataType except fields related to acknowledgement, state-change and clearing. The perceivedSeverity indicates the severity of the potential service disturbance.
Alert notification: Alerts shall be reported using  a new notifyAlert  notification. Beside the usual notification header items it should just reference the alert information set defined in TS 28.622. Define it in TS 28.532, clause 11.2.1. 
Note: Avoid defining the alert information set separately for the NRM and the notification as this duplication is unnecessary and may lead to inconsistency.
Alert model in NRM: 

The alerts should not be added and maintained in the NRM AlarmList IOC. 
A new AlertList IOC shall be defined. An alert shall be added to the list when the event occurs. Define this in TS 28.622 and 28.623. Removal of the alert from the list is implementation specific. The MnsProducer may allow removal of alerts by the MnsConsumer or may remove them after a specific time. 
