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1	Decision/action requested
The group is asked to discuss and approve the proposal.
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3	Rationale
This tdoc discusses the wayforward of FS_FSEV study [1, 2].
1. Concepts
In previous meetings, there were discussions on the improvements to existing concepts of event, alarm, fault and the introduction of some new concepts e.g., error, failure, anomaly event etc [6, 7]. Consensus should be achieved on whether changes are needed for these concepts. 
The most relevant concepts are event, alarm and fault. Definitions in 3GPP are referenced as follows:
Event: Network occurrence which has significance for the management of an NE. Events do not have state [3].
Event notification: Notification used to inform the recipient about the occurrence of an event [3].
Alarm: An alarm signifies an undesired condition of a resource (e.g. network element, link) for which an operator action is required [3].
Alarm notification: Notification used to inform the recipient about the occurrence of an alarm [3].
Fault: A deviation of a system from normal operation, which may result in the loss of operational capabilities of the element or the loss of redundancy in case of a redundant configuration [3].

Discussions:
alarm
In certain context, it is not possible for alarm reporters (below Itf-N) to know whether a particular undesired condition requires operator action or not. In such context, the NM may receive alarms that do not require operator action [3].
The severity of the fault (indeterminate, warning, minor, major, critical), as defined in ITU‑T Recommendation X.733 [5]. In X.733 [5]: Early detection of faults before significant effects have been felt by the user is a desirable requirement of communicating systems. Threshold mechanisms on counters and gauges are a method of detecting such trends and providing a warning to managers when the rate becomes high.
According to the above descriptions, it is expected that two aspects could be enhanced from both the resource layer and the NM layer.  (1) Identification of alarms which require operator action; (2) Extend “warning” severity level alarms to “prediction” type of alarms.
Fault
Existing definition does not identify fault as underlying cause for alarms, nor does it explicitly differentiated alarm/fault which occurred or may occur in the future.
Alarm/fault related analytics
There are texts regarding analytics management capabilities in existing specs for Alarm/fault management, e.g., FM also includes…such as…the provision and analysis of the alarm and state history of the network; “4.1.9 Root Cause Analysis” etc. [3].
There are texts regarding analytics management capabilities in existing specs for eMDAS TS/TR, e.g., “7.2.3 MDA assisted fault management” etc. [9].
In [8], MDA assisted fault management is also within the scope of MDA phase 2 work.
Proposal 1: It is proposed to adress the potential enhancements to existing fault related concepts, and potential new concepts regarding the alarm/fault related analytics capabilities.

2. Potential new Managemeng capabilities
Basic alarm/fault related management capabilities: 
Alarm notification related interfaces are defined in existing specs for Alarm/fault management, e.g. TS 28.532, TS 28.541, TS 32.111-1, TS 32.111-2 etc.
Analytics management capabilities related to Alarm/fault:
Basic analytics management capabilities are available in existing FM specs and MDA specs, as indicated above.
Discussions:
Option 1: New Alarm/fault related analytics management capabilities are implemented in Alarm/fault management. Existing alarm notification interface may be extended.
Option 2: New Alarm/fault related analytics management capabilities are implemented in a different MnS producer (who needs to consume the alarm data and other related data), e.g., eMDAS. The Alarm/fault related analytical report of eMDAS may be extended. The eMDAS MnS producer and the Alarm/fault management may reside in the same or different management domain.
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Proposal 2: Potential enhancements for new analytics management capabilities related to alarm/fault should be studied in FS_FSEV. It is proposed to implement interface impacts in eMDAS fault related analysis, because existing alarm data is needed as one of the data sources for the analysis.

3. Service impact analysis
In [3], there are descriptions about the different levels of alarms. An operator’s view can obviously be very different from the alarm severity defined by the NEs' resource focused views. Within the NM, the received resource alarms are transformed so that the alarm severity is no longer resource focused but service impact focused, to prevent or mitigate network and service outage and degradation. The transformation applies to all severity levels.
From the above descriptions, it can be observed that it is important to analyze the service impacts of alarms. Service impact analysis includes service impact monitoring and service impact analysis including prediction. Service impact monitoring includes service topology and service SLA information monitoring etc. Based on the topology relationship between managed objects involved in a service, related alarms and affected services are provided to realize E2E service visibility and multi-dimensional SLA monitoring. 
Service impact analysis: To implements cross-layer and cross-domain service analysis based on the service and resource hierarchical model. To automatically analyze and evaluate the scope and degree of service impacts or risks based on intelligent mechanisms or algorithms.
Proposal 3: It is proposed to provide service impact analysis information for occurred or predicted alarm/fault.

4. Potential enhancements to the interface
The following aspects may be considered as examples of enhancements to the interface of alarm/fault related analysis in eMDAS.
· Service failure prediction;
· Correlation analysis information of multiple data sources, including alarms, performance measurements, KPIs, historical data etc;
· Correlation analysis of the concerned managed objects related to the same source of fault;
· Service and network impacts information;
· Root cause information enhancements to support different types of root causes;

Proposal 4:
Some potential enhancements to the alarm/fault related analysis in eMDAS should be considered.
4	Detailed proposal
It is proposed the following way forward of FS_FSEV study:
Proposal 1: It is proposed to adress the potential enhancements to existing fault related concepts, and potential new concepts regarding the alarm/fault related analytics capabilities.
Proposal 2: Potential enhancements for the new analytics management capabilities related to alarm/fault should be studied in FS_FSEV. It is proposed to implement interface impacts in eMDAS fault related analysis, because existing alarm data is needed as one of the data sources for the analysis.
Proposal 3: It is proposed to provide service impact analysis information for occurred or predicted alarm/fault.
Proposal 4: Some potential enhancements to the alarm/fault related analysis in eMDAS should be considered.
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