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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-020 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. This pCR is to add the use case and potential requirements on AI/ML trustworthiness indicators.
4
Detailed proposal
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[x] 
European Commission (21.04.2021): “Proposal for a Regulation laying down harmonized rules on artificial intelligence”.
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5
Use cases, potential requirements and possible solutions

5.A
AI/ML trustworthiness

5.A.2
Use cases

5.A.2.1
AI/ML trustworthiness indicators

The AI/ML trustworthiness indicators related to AI/ML training, testing and inference need to be precisely defined. The indicators mainly include three aspects:

Explainability-related indicators: the explainability indicators of the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
· to provide local explanation for one particular instance predicted by the ML entity without disclosing the ML entity internals.
· to provide global explanation for a group of instances predicted by the ML entity without disclosing the ML entity internals.
· evaluate monotonicity - a quantitative metric for explainability - that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance.
Fairness-related indicators: the fairness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
· evaluate disparate impact – a quantitative measure for fairness – that measures the ratio of rate of favorable outcome for the unprivileged group to that of the privileged group.
· evaluate Manhattan distance – a quantitative measure for fairness – that measures the average distance between the samples from two datasets.

· evaluate average odds difference – a quantitative measure for fairness – that measures the average difference of false positive rate and true positive rate between unprivileged and privileged groups.
Robustness-related indicators: the robustness  indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to: 
· evaluate missingness ratio – a quantitative measure for robustness – that measures the percentage of missing values in the training dataset.
Depending on the use case, some or all trustworthiness indicators can be selected for monitoring and evaluation. The AI/ML MnS consumer should first determine which indicators are needed and then request the AI/ML MnS producer to monitor and evaluate the requested indicators. 

5.A.3
Potential requirements

REQ-ML_TRUST_IND-1 The AI/ML MnS producer should have a capability to define trustworthiness indicators for AI/ML data or ML entity and select some indicators based on the use case.

REQ-ML_TRUST_IND-2 The AI/ML MnS producer should have a capability to define a common trustworthiness measure covering main aspects of trustworthiness indicators of AI/ML data or ML entity.

REQ-ML_TRUST_IND-3 The AI/ML MnS producer should have a capability to enable the authorized MnS consumer to request for the desired individual or common trustworthiness measure of AI/ML data or ML entity.

REQ-ML_TRUST_IND-4 The AI/ML MnS producer should have a capability to report to the authorized MnS consumer the achieved individual or common trustworthiness measure of AI/ML data or ML entity.

5.A.4
Possible solutions

TBD


· 
· 
· 

· 
· 

	End of modifications


