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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3 
Rationale
An AI/ML service consumer (e.g., opearator) is typically interested in understanding the performances of a given AI/ML service in the network. However, it is not guaranteed that the AI/ML service consumer understands or is able to interpret the applicable AI/ML performance metrics (e.g., performance KPIs (accuracy, confidence etc) speed, computational Resource usage, etc.). So, it is important to guarante that any AI/ML service consumer is able to well interpret the various metrics on AI/ML performance. And thus, the network function or the management systems needs to have appropriate services to abstract the performance of the ML Entity or any AI/ML enabled function as such can be easily interpreted. 
This pCR is to add the potential solution on abstraction of AI/ML performance.  
4
Detailed proposal
	Start of modification


5
Use cases, potential requirements and possible solutions

5
Use cases, potential requirements and possible solutions
5.1
AI/ML model performance management
5.1.1
Description

During AI/ML model training, test and deployment, the AI/ML model performance evaluation and management is needed. The related performance indicators need to be collected and analyzed. The purpose of AI/ML performance management is to find the problem, figure out what the problem is, and fix it in time to make sure the model can be trained, tested, and deployed healthy.
5.1.2
Use cases

5.1.2.1
AI/ML model performance indicators 

The AI/ML model performance indicators related to AI/ML model training, test and deployment need to be defined. The indicators mainly include three aspects:

Resource-related indicators:  the performance indicators of the system that the model trains or deploys.

Model-related indicators: performance indicators of the model itself.

Service-related indicators: the running state indicators of the launched model.

These indicators need to be precisely defined. For different service, some indicators can be selected for evaluation. For example, resource-related indicators and model-related indicators may be selected in the training phase, while service-related indicators may be selected in the deployment phase. The AI/ML MnS producer should first determine which indicators are needed and then use these indicators for evaluation.

5.1.2.2
Monitoring and control of AI/ML behavior 
In a typical network operation, an operator configures and operates an MLENTITY according to the manual of the MLENTITY. Usually, the operator does not need to know the details of the MLENTITY’s internal-decision making, simply due to “too many” ML Entities running for the network and, too much detail that is unnecessary information for the operator. as it is in the vendor's interest to hide the internal aspects of the implementation of their automation solutions. 

However, the operator still needs to guide the solutions and to configure them to achieve the desired outcomes in an ML Entity-agnostic manner. For example, consider the load balancing automation use case (AutoLB) summarized by Table 1. With an AutoLB ML Entity decides that how distribute load among networking objects. The ML Entity has specific actions that it can take while the operator also has operational actions that it needs to take to steer the solution, e.g., to switch off the solution, to reconfigure the solution, to change the solutions input. As such, the behavior of the ML Entity in terms of the actions it takes under any given conditions needs to be related to the configuration actions from the MnS consumer (e.g., the operator)

Table 5.1.2.2-1: Operability of the Automated load balancing
	Automation use case
	Description
	ML Entity's context
	Example ML Entity's decisions
	Operator's Actions

	load balancing (AutoLB)
	Distribute load among different networking objects, e.g., among cells.
	· Amount of traffic, no of users, etc
	· select CIO values
	· set the maximum CIO values,
· deactivate AutoLB 


So, it is important that even without knowing the details of the ML Entity, the operator needs to have the understanding of the MLENTITY’s overall behaviour. And, if a part of the ML Entity’s decisions/actions are not what is preferred by the operator, the operator needs to instruct the ML Entity to behave accordingly. Relatedly, means are needed to enable the operator to associate his actions to the context and to enable the operator to guide the AI/ML-enabled function or solution.   
5.A.2.1
AI/ML Abstract Performance
The AI/ML inference MnS consumer is typically interested in understanding the performance of a given AI/ML inference instance, but it is not guaranteed that the MnS consumer understands the applicable AI/ML performance metrics, i.e., it is not always the case that the AI/ML MnS consumer is able to interpret the various metrics on performance KPIs (accuracy, confidence etc) speed, computational resource usage, etc. Relatedly, it may be necessary to provide means to abstract the measured metrics into indices that can be standardized, as such can be easily interpreted by any MnS consumer of AI/ML-related performance management. Thereby, the AI/ML inference function can request for qualification and abstraction of its performance by which a report is generated indicating the qualified abstract performance. Relatedly, an AI/ML inference Mns consumer can request the AI/ML inference MnS producer or the performance abstraction MnS producer for the abstract performance of a specific ML Entity or AI/ML-inference function. This allows the MnS consumer to interpret the performance even without knowing the details of the specific applicable metrics.

5.1.3
Potential requirements

REQ-MODEL_PERF-CON-1

The AI/ML MnS producer should have a capability to define performance indicators of AI/ML model and select some indicators based on the service.

REQ-AI/ML_BEH-1 
The 3GPP management system should have a capability to inform authorized AI/ML MnS consumer (e.g., the operator) about the behavior of the ML Entity, in an MLENTITY agnostic manner without the need to expose its internal characteristics

REQ-AI/ML_BEH-2 
The 3GPP management system should have capability that enables an authorized AI/ML MnS consumer (e.g. the operator) to configure the behavior of the ML Entity, in an MLENTITY agnostic manner that does need to expose its internal characteristics

REQ-AI/MLABS-1 The 3GPP management system should have a capability for an authorized MnS consumer (e.g. an operator) to configure an abstract performance range that defines the minimum and maximum performance as expressed on an abstract performance index.

REQ-AI/MLABS-2 The 3GPP management system should have a capability for an authorized MnS consumer (e.g., the producer of AI/ML services such as the producer of AI/ML training or AI/ML inference services) to request the AI/MLPerformanceAbstraction MnS Producer to abstract and qualify one or more ML performance metrics of one or more specific AI/MLEntities.

REQ-AI/MLABS-3 The 3GPP management system should have a capability for an authorized MnS consumer (e.g. the MnS consumer of AI/ML services such as the MnS consumer of AI/ML training) to request the abstract performance of one or more specific AI/MLEntities.

REQ-AI/MLABS-4 The 3GPP management system should have a capability for an authorized MnS consumer (e.g. the operator) to request the AI/MLPerformanceAbstraction MnS Producer to provide the abstract performance as a performance abstraction report of one or more ML performance metrics of one or more MLApp(s).

5.1.4 Possible solutions

Introduce an IOC for AI/ML performance abstraction as the entity that is the producer of AI/ML performance abstraction and supports all the related services for request and delivery of qualified ML performance Abstraction. The IOC may be named MLPerformanceAbstraction. 
MLPerformanceAbstraction may be name-contained in either a Subnetwork, a ManagedFunction or a ManagementFunction. 
· The MLPerformanceAbstraction receives a request for the qualification and abstraction of one or more ML Performance metric(s) of a specific ML Entity. 
The request might be an IOC and may be named MLPerfQualRequest.
· The request may contain the raw metrics (Confusion Matrix, Precision and Recall, F1-score, AU-ROC, …….) or the input(s) and the expected output(s) of the stated MLEntity for which performance abstraction is desired. 

· For each request, the MLPerformanceAbstraction provides a response that contains the report on the qualified abstract performance. The report might be named MLAbstractPerfReport. 
Abstraction of ML Performance
An IOC is introduced to support ML performance abstraction. It might be named mlPerformanceIndex. The mlPerformanceIndex has a pre-defined index range that specifies the absolute minimum and maximum performance. It is introduced as an attribute to the mlPerformanceIndex and might be named mlPerformanceIndexRange
· The mlPerformanceIndexRange is standardized and known by both the consumers and the producers of AI/ML services and may be applied for different performance metrics.
· For each performance metric, the performance abstraction producer should map the specific performance value to the predefined mlPerformanceIndexRange to generate the specific mlAbstractPerfIndex value for that performance metric value. This can then be communicated to the consumers, who do not need to know the original performance metric value or its interpretation but can still make sense of the achieved performance.
· The mlPerformanceIndex may be computed based on only one performance metric. However, an aggregate index may also be computed for a combination of multiple performance metrics, to generate the specific mlAggregatePerfIndex value.
Requesting and Reporting on ML Performance Abstraction
The MLPerformanceAbstraction has the capability to compute an abstraction of the performance of a given ML Entity given the achieved performance of the ML Entity on the specific metrics. A mlPerformanceIndexRange is configured onto the MLPerformanceAbstraction to indicate the fixed range on which all performances must be mapped.
· For each request to abstract and qualify the performance of the a given ML Entity, an MnS consumer creates a new request, might be named MLPerfQualRequest, on the MLPerformanceAbstraction, i.e., MLPerfQualRequest should be an IOC that is instantiated for each request to abstract and qualify performance.
· Any request for qualifying and abstracting performance must state the following:
· mLFunctionID: the identifier of the specific ML-enabled network function the MnS consumer wishes to have performance qualified and abstracted. In some cases, the request may be submitted by the network function  having ML capabilities itself, in such a case the network function submits its own DN
.
· MLAppID: The request may optionally state the identifier of the specific ML Entity for which the MnS consumer wishes to have performance qualified and abstracted. 
· mlPerformanceMetrics: The request must indicate the specific one or more ML-related performance metrics and their values that should be evaluated by the MLPerformanceAbstraction for generating the abstract performance index. 
· Following the request, the MLPerformanceAbstraction computes the mlPerformanceIndex as the abstraction of the performance metric values as fitted to the specified mlPerformanceIndexRange.
· For the computed mlPerformanceIndex, the MLPerformanceAbstraction compiles report containing the computed mlPerformanceIndex. Then it forwards it to the MnS consumer (the function that requested for the performance abstraction) to notify the MnS consumer about the outcomes of the performance abstraction. Subsequent to reporting the MLPerformanceAbstraction may also publish the abstract performance to some shared publication space. The report is a data type and might be named MLAbstractPerfReport.
5.1.5
Evaluation

The solution described in clause 5.1.4 reuses the existing provisioning MnS operations and notifications in combination with extensions of the NRM. Indeed, requests for qualifying and abstracting performance of ML-enabled network functions or an ML entity may be instantiated using provisining Management service implemented via CRUD (Create, Read, Update, Delete) operations on the request objects. The solution provides the flexibility to allow any function to be the MnS producer for ML performance abstraction, e.g., the training function or the inference function. It also allows any function that utilizes ML related results to consume that resulting report for the performance abstraction. 

Therefore, the solution described in clause 5.1.4 is a feasible solution to be developed further in the normative specifications. 
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�DN not defined anywhere.





