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1	Decision/action requested
The group is asked to endorse the detailed proposal in section 4.
2	References
[1]	3GPP TS 28.541: "Management and orchestration; 5G Network Resource Model (NRM); Stage 2 and stage 3"
[2]	ITU-T X.731: "Information technology - Open Systems Interconnection - Systems management: State management function"  
[3]	3GPP TS 28.625: "Telecommunication management; State management data definition Integration Reference Point (IRP); Information Service (IS) "
3	Rationale
3.1	Introduction
The NetworkSlice and NetworkSliceSubnet definitions documented in TS 28.541, see reference [1] include the state management attributes operationalState and adminstrativeState. State management was introduced by ITU-T and is documented in X.731, see reference [2]. The definitions in X.731 were adopted by SA5 and can be found in TS 28.625 see reference [3].
3.2	ITU-T
3.2.1	X.731
Specifies a generic set of attributes and notifications to describe the state and status of a resource modelled as a managed object.
State attributes:
- administrative state
- operational state 
- usage state
Status attributes:
- alarm status 
- procedural status 
- availability status 
- control status 
- standby status 
- unknown status
The specification includes diagrams to show which combined states are possible and what events trigger state transitions. The most elaborate diagram is shown in the Figure and the combined state description in the Table. 

Figure 3.2.1.1 Combined operationalState, administrativeState and usageState diagram
Table 3.2.1.1: The state table from ITU-T X.731, see reference [2]
	State (in Figure X)
	Description

	disabled, idle, locked
	The resource is totally inoperable, it is not servicing any users and it is also administratively prohibited from use. To make it available for use, both management permission (an unlock operation) and some corrective action are necessary.

	enabled, idle, locked
	The resource is partially or fully operable, it is not servicing any users but is administratively prohibited from use. To make it available for use, only management permission (an unlock operation) is required.

	enabled, active, shutting down
	The resource is partially or fully operable and in use, but usage is administratively limited to current instances of use. For an additional user to gain access, management permission (an unlock operation) is required. Otherwise, when all current users have terminated their use of the resource, the managed object will automatically transit to the enabled, idle, locked state.

	enabled, busy, shutting down
	The resource is partially or fully operable and in use, but usage is administratively limited to current instances of use; in addition, it has no spare capacity to provide for additional users. For an additional user to gain access, beside waiting for an existing user to terminate, management permission (an unlock operation) is also required. Otherwise, when all current users have terminated their use of the resource, the managed object will automatically transit to the enabled, idle, locked state.

	disabled, idle, unlocked
	The resource is totally inoperable, it is servicing no users, but it is not administratively prohibited from use. To make it available for use, some corrective action is required.

	enabled, idle, unlocked
	The resource is partially or fully operable, it is not actually in use and is not administratively prohibited from use.

	enabled, active, unlocked
	The resource is partially or fully operable, it is currently in use and is not administratively prohibited from use. It has sufficient spare capacity to provide for additional users simultaneously.

	enabled, busy, unlocked
	The resource is partially or fully operable, it is currently in use, and it is not administratively prohibited from use. Currently it has no spare capacity to provide for additional users. For an additional user to gain access, it is necessary to wait for an existing user to terminate or for some capacity increase to occur.



3.3	3GPP SA5
A NetworkSlice instance or NetworkSliceSubnet instance is a logical object in the management system that represents a complex grouping of resources that may be in various states. At any time, the management system needs to know the state of a NetworkSlice instance or a NetworkSliceSubnet instance, see TS 28.541, reference [1].
The ITU-T X.731 [2], to which SA5 specification on state management TS 28.625 [3] refers, has defined the inter-relation between the administrative state and operational state of systems in general. While SA5 have adopted same and where this can be used to represent a NetworkSlice or NetworkSliceSubnet. 
The state transition diagram for a NetworkSlice or a NetworkSliceSubnet is shown in Figure 3.3.1 with the accompanying state transition tables respectively in Table 3.3.1 and Table 3.3.2. Note that SA5 have not considered to specify the usage state as this is not in scope.


Figure 3.3.1: Combined NetworkSlice or NetworkSliceSubnet state diagram, see reference [1]
The interactions specified under the column "The state transition events and actions" of "NetworkSlice" state transition table" below shall be present for the state transition and is shown in Table 3.3.1.
.
Table 3.3.1: The NSI state transition table, see reference [1]
	Trigger number
	The state transition events and actions

	0
	Operation allocateNsi results in the creation of NSI. The administrative state is set to LOCKED and operationalState is set to DISABLED
-- or –
CM operation creates NSI. The administrative state is set to LOCKED and operationalState is set to DISABLED

	1
	CM operation sets administrative state to UNLOCKED.

	2
	
The last user of the NSI stops using the NSI

	2a
	CM operation sets administrative state to SHUTTING DOWN

	2b
	The last user of the NSInetwork slice stops using the NSInetwork slice

	3
	The related NSSI (identified by NetworkSlice.networkSliceSubnetRef) changes state to UNLOCKED and ENABLED.

	4
	The related NSSI (identified by NetworkSlice.networkSliceSubnetRef) changes state to LOCKED
-- or –
The related NSSI (identified by NetworkSlice.networkSliceSubnetRef) changes state to DISABLED

	5
	Operation deallocateNsi results in the deletion of NSI
-- or –
CM operation deletes NSI



The interactions specified under the column "The state transition events and actions" of "NetworkSliceSubnet" state transition table" shall be present for the state transition and is shown in Table 3.3.2.
Table 3.3.2: The NSSI state transition table, see reference [1]
	Trigger number
	The state transition events and actions

	0
	Operation allocateNssi results in the creation of NSSI. The administrative state is set to LOCKED and operationalState is set to DISABLED
-- or –
CM operation creates NSSI. The administrative state is set to LOCKED and operationalState is set to DISABLED

	1
	CM operation sets administrative state to UNLOCKED.

	2
	CM operation sets administrative state to LOCKED


	2a
	CM operation sets administrative state to SHUTTING DOWN


	2b
	The last user of the NSSInetwork slice subnet stops using the NSSInetwork slice subnet

	3
	All constituent NSSIs (identified by NetworkSliceSubnet.networkSliceSubnetRef) change state to UNLOCKED and ENABLED.

	4
	At least one constituent NSSI (identified by NetworkSliceSubnet.networkSliceSubnetRef) changes state to LOCKED
-- or –
At least one constituent NSSI (identified by NetworkSliceSubnet.networkSliceSubnetRef) changes state to DISABLED

	5
	Operation deallocateNssi results in the deletion of NSSI
-- or –
CM operation deletes NSSI.




3.4	Evaluation
For the evaluation of the dependencies between state of NetworkSlice and the state of the constituent NetworkSliceSubnets a scenario is described in Table 3.4.1 based Tables 3.3.1 and 3.3.2 on the NetworkSlice topology shown in Figure 3.4.1.

 Figure 3.4.1: Example of NetworkSlice with multiple NetworkSliceSubnets

	
	Step1
Initial
	Step2
Shut down NSS-A1
	Step3 
Last user leaves NSS-A1

	NS-1
	Unlocked, Enabled
	Unlocked, Enabled
	Unlocked, disabled

	NSS-A
	Unlocked, Enabled
	Unlocked, Enabled
	Unlocked, disabled

	NSS-A1
	Unlocked, Enabled
	Shutting down, Enabled
	Locked, Enabled

	NSS-A2
	Unlocked, Enabled
	Unlocked, Enabled
	Unlocked, Enabled


Table 3.4.1: Showing state changes for shut down of NSS-A1
In step3, NS-1 is unlocked and disabled meaning there can be no traffic on NS-1 which means there can be no traffic on NSS-A or NSS-A2. 
A graceful shutdown on one constituent NSS will mean a forced disable on the parent and siblings. 
Observation: This case is not documented in the specification.
4	Detailed proposal
Based on the above observation it is recommended to add the following note to TS 28.541 under both state transition tables in Annex B. 
NOTE: If one NSSI is changed to SHUTTING DOWN both the parent NSSI and siblings NSSIs will automatically be disabled when the last user leaves the Shut Down NSSI.
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