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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
This pCR is to add the potential solution on Orchestrating AIML inference. 
4
Detailed proposal
	Start of modification


5
Use cases, potential requirements and possible solutions

5.11
Orchestrating AI/ML Inference 
5.11.1
Description

A network automation system may involve or apply multiple AI/ML-enabled functions or AI/MLEntities each of which only has a limited view of the network scope. For their effective operation, it may be necessary to apply orchestration mechanisms (be it centralized or otherwise) to orchestrate both the execution of the AI/ML-enabled functions as well as the execution of the actions recommended by the AI/ML-enabled functions.
Note: The AI/ML enabled function is any function that employs the capabilities of a trained mathematical function (the ML model) or Decision Matrix to make inferences for a specific use case. Such a function may for example optimize load distribution among cells, detect anomalies from data or evaluate the likelihood interference among a set of cells.
5.11.2
Use cases

5.11.2.1
Knowledge sharing on executed actions 

The actions and effects of AI/ML enabled functions cannot be known apriori since they are based on the learnings of the AI/ML enabled function. An AI/ML enabled functions may learn to optimize one set of paratemers but its actions may impact another function. In that case mechanisms are needed to counteractor minimize th negative impacts of actions of one AI/ML enabled function on any other network function.
When an AI/MLEntity A executes an action on the network, that action may affect other network functions. Most critical is that those actions may affect the learning environment (i.e. the training data) of another AI/MLEntity, say AI/MLEntity B. Correspondingly, the AI/MLEntity B needs to be informed when such actions are taken by any AI/MLEntity A.

5.11.2.2
Knowledge sharing on impacts of executed actions 

AI/ML inference functions are able to adjust to adjust their behavior depending on context and on all the information they receive. When an AI/ML function A executes an action on the network that affect other network functions, the AI/MLEntity in function A may be able to adjust its behavior to minimize its impact on the other network functions if such an AI/MLEntity is informed of its impact on the other network functions. To account for such impacts, the network functions that are affected or the 3GPP management system, needs to inform the AI/MLEntity in function A of the observed impacts of the action of the AI/MLEntityin function A on the other network functions. 

In otherwards, it is necessary that when an action is taken by AI/MLEntity in function A, after an appropriate interval (specific to either A or B as may be needed), the network function B (and the other network functions that notice impacts on their metrics or input data) should report their metrics to A. Correspondingly, AI/MLEntity in function A may aggregate the reported observations with its own metrics to evaluate the global effect of its actions. In doing so, AI/MLEntity in function A is able to learn the best actions that concurrently optimize it’s (A’s) objective(s) and also minimize the effects on the peers.

The report from B to all may contain values on known KPIs and metrics, e.g. those standardized in TS28.552 and TS28.554.
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Figure 3 Distributed coordination of Cognitive Network Automation Functions

5.11.2.3
Abstract information on impacts of executed actions

In a multivendor environment, the KPIs semantics differ and KPIs that measure one event may be named and computed differently by two vendors.  e.g. the Handover rate (H) could be Handovers per user per unit time or Handovers per cell per unit time. Consequently, there is no guarantee that the exchanged KPI or metric values as described in clause 5.C.2.2. will be interpretable by the AI/MLEntity A when it receives that metric.

Instead, it is better when the AI/MLEntity B expresses its level of dissatisfaction or impact of the action that was taken by AI/MLEntity A. The level of dissatisfaction or impact may be expressed in terms of an Action Quality Indicator (AQI) that is a generic measure that uses a fixed scale to quantify the effect of one function on another. This is similar to the way the Composite Available Capacity (CAC) was specified for cell load to communicate used vs. available cell capacity among cells from different vendors and with different total resources.

For the AQI, if AI/MLEntity A takes an action, its effects on the peers will range from an extremely negative impact, e.g., like Mobility Load balancing causing too many mobility related Radio Link Failures; through mild effects that are insignificant (like MLB causing a few handover ping pongs) and to very positive effects (like MRO unexpectedly removing overload in a cell). Consequently, a simple linear measure can easily be used to capture these effects.
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Figure 5.11.2.3-1: Multi-vendor coordination of AI/ML-enabled network automation functions

5.11.2.4
Triggering execution of AI/ML inference functions or AI/MLEntities
A network automation system may involve or apply multiple AI/ML-enabled functions or AI/MLEntities. These MLEntities may not not conflict with one another but may focus on only a subset of the problems and may propose changes that are suboptimal since each focuses on only a subpace of the network control parameters. It is many times the case that the individual AI/MLEntities do not know the expected end-to-end performance of the network, i.e. the AI/MLEntities need to be explicitly called to act by an entity which has a wider view of the network problems and the capabilities of the AI/MLEntities. For example, consider the distributed AI/ML inference functions (i.e. those instantiated within the gNB) with effects across multiple managed objects such as interference management which may impact multiple cells. Such AI/ML-inference functions may not be able to have a wider view of the network state. As such, a centralized controller (i.e., a controller that with a wider and common view to the set of managed objects) is needed to control and coordinate both centralized and distributed AI/ML inference functions. Specifically, the controller may (based on received network data and analytics insight):

-
diagnose multi-KPI network problem(s) to identify the nature of the problem, and 

-
receive the capabilities of the available AI/ML inference functions either directly from the AI/ML inference functions or from a Capability Library that acts as a registry to which the capability of each NAF is added each time a new NAF introduced into the system, and

-
evaluate the capabilities of the AI/ML inference functions to identify the best (set and sequence of) AI/ML inference functions to address the identified problem(s), and

-
trigger the AI/MLEntities to act, providing at trigger time any required extra generalized or specific information. 
5.11.2.5
Orchestrating decisions of AI/ML inference functions or AI/MLEntities 

Given the multiple MLEntities which may differ in terms of source vendors and behavior characteristics, the operator may not find it appropriate to grant access to the network to all the different AI/MLEntities (both for security and operability reasons). 
In that case, there is a need for an orchestration functionaliy that takes responsibility for the end-to-end performance of the Autonomous Network and that supervises the AI/MLEntities to guarantee the end to end performance. The orchestration functionaliy receives the recommendation changes from the AI/MLEntities, evaluates the proposed changes and their likely effects, decides the changes that should be executed on the network (e.g. to minimize concurrent changes on the same network resources) and informs the AI/MLEntities of the respective feedback related to their recommended actions. The orchestration function may also (re)configure the ai based on the oberved effects of the actions of the AI/MLEntities (e.g. to redefine the control parameter space of the individual AI/MLEntities). In either cases, the orchestration function may rely on network states analytics functions which may provide insights that characterize the state of the network into specific states. Such insights may for example characterize whether the network is experiencing low traffic states or anomaly states. 
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Figure 5.N.1: Orchestrating AI/ML 
5.11.3
Potential requirements

REQ-ML_ORCH-1: The AI/ML inference MnS producer should have a capability to inform an authorized consumer (e.g., another AI/ML inference function) of actions undertaken by the producer of AI/ML inference 

REQ-ML_ORCH-2: The AI/ML inference MnS producer should support the capability to request a producer of AI/ML-Action-evaluation (e.g., another AI/ML inference function) to evaluate one or more actions undertaken by the producer of AI/ML inference 

REQ-ML_ORCH-3:  The AI/ML inference MnS producer should support the capability to specify to the producer of AI/ML-Action-evaluation (e.g., another AI/ML inference function) requested to evaluate one or more actions undertaken by the producer of AI/ML inference the timing within which the consumer should report the observed effects of that evaluated actions

REQ-ML_ORCH-4: The AI/ML inference MnS producer should support the capability for to report the metrics of another AI/ML inference MnS producer that are affected by the one or more actions undertaken by a specific AI/ML- inference producer.

REQ-ML_ORCH-5: The AI/ML inference MnS producer should support the capability to report an Action Quality Indicator as the abstraction of the impacts of the one or more actions undertaken by a specific first AI/ML inference producer on a specific metric of the first AI/ML inference producer.

REQ-ML_ORCH-6: The 3GPP Management system should have a capability for an authorized consumer to configure a producer of AI/ML Orchestration to monitor recommendations of multiple AI/ML inference functions and decide on the appropriate recommendation to activate on the network.
5.11.4
Possible solutions

A single solution may be provided to support the different requirements in clause 5.11.2 as follows:

Information elements:

· Introduce an <<IOC>> for centralized Orchestration of AI/ML inference functions. The <<IOC>> which may be named AIMLOrchestrator, would finction as the centralized Automation Controller that takes responsibility for the end-to-end performance of the complete set of network functions that apply AI/ML capabilities. 

· Introduce an <<IOC>> for a function that contains AI/ML to be used for network utomation. This may be called an AI/ML Function or network automation Function since it is likely to havesimilar features with or without AI/ML. This the <<IOC>>may be named as a NetworkAutomationFunction <<IOC>>
· Introduce an <<IOC>> for a Network Automation Capability Library as an attribute of the AIMLOrchestrator. The <<IOC>> which may be named a CapabilityLibrary, stores the capabilities of the IA/ML functions or Entities that the AIMLOrchestrator shall need to orchestrate. The AIMLOrchestrator uses a Network Automation Capability Library as a database in which it registers the capabilities of the different network automation functions available, i.e., when an AI/ML function or MLEntity is added to the system, its capabilities or the problems it can solve as well as the KPIs it optimizes are registered with the NACL. The AIMLOrchestrator may populate the CapabilityLibrary by querying the individual AI/ML functions or MLEntitys for their capabilities.
· Introduce a <<dataType>> for the network performance Targets.  Through the network performance Targets, the AIMLOrchestrator receives the technical objectives that are expected to be achieved. These are set either by the human operator or by a network automation function (as shown in Figure 3) responsible for deriving concrete objectives from the operators desired goals. Such an objectives-setting function is here referred to as the Network Objectives Manager. The AIMLOrchestrator monitors the NAFs to ensure that all are contributing towards achieving the objectives and not towards impeding objective achievement.
· Introduce a <<datatype>> on the AIMLOrchestrator for the Network state. The datatype which may called the NetworkState indicates, and labels specific unique states of the network as derived from specific combinations of raw network data. The state may be derived from an externl entity that shares that state with all interested entities or it may be dervived by the AIMLOrchestrator. The Network state aids the AIMLOrchestrator not only to relate states observed in different time periods but to also reference states in a way that is understandable to other entities, e.g. while communicating to the AI/ML functions or MLEntitys.
· Introduce a <<datatype>> on the AIMLOrchestrator for a recommended action from an network automation function. The datatype which may called the recommendedAction captures the recommended policy and configuration change of a specific network automation function, e.g an AI/ML function or MLEntity towards the AIMLOrchestrator. - All recommendations for policy changes as computed by the network automation functions for their respective objectives are communicated via this recommendedAction. Such a recommendedAction may be a hash function of parameter to parameter-value annotated with an indication of the time within which the change should be activated or otherwise discarded. 
· The recommendedAction <<datatype>> may also  include a field for the eventual action that is selected by the AIMLOrchestrator, say called the selectedAction. This is written by the AIMLOrchestrator with the specific values that have been applied by the AIMLOrchestrator following which a notification may be sent to the network automation function that generated the recommendedAction. The selectedAction may also be used by the AIMLOrchestrator to inform the network automation functions if the recommended policy change has been activated or not and possibly the reason thereof. The respective message sent to a network automation function may for example be verbalized as follows:
· “In network state A1, when you changed policy X from configuration X1 to X2, the observed effect on the network KPI vector v exceeded a predefined threshold. Consequently, policy configuration X2 is now barred from your applicable control and operational parameter spaces.”
Note: 

1) the AIMLOrchestrator is also tasked with reconfigurations of the control and operational parameter spaces of the network automation functions to adjust the limits within which the network automation functions may operate. For example, for a load balancing function, the AIMLOrchestrator may adjust the limits to which the load balancing function may adjust the cell individual offset (CIO) by setting the maximum or minimum CIO or steps within which the CIO may be changed. For these reconfiguration, the AIMLOrchestrator may use existing NRMs for the network automation functions, e.g. the MLEntity NRM, to change the attributes of the network automation functions. For example, the AIMLOrchestrator may mask a part of the control and operational parameter spaces such that those masked values become inaccessible for the network automation function. It may also use the existing NRMs to activate or deactivate particular network automation functions as may be necessary (e.g. based on network context).
2) The AIMLOrchestrator may be the only responsible entity for activating the selected inference decisions onto the network. For this, the AIMLOrchestrator may activate the successful recommended policies and/or configurations on the network via the existing NRMs for the network objects or existing CM capabilities.
· Introduce an IOC on the network automation function, e.g. on the AI/ML function or on the MLEntity for a request for monitoring. The IOC which may called metricMonitoringRequest, may be used by the AIMLOrchestrator or by any network automation function A to request another network automation function B to start a monitoring of the metrics of the of network automation function B and subsequenty report the outcomes of the monitoring.  

· Introduce a datatype on the AIMLOrchestrator for a for an indication of the observed effect of a given action  on the metrics of given network automation function. The IOC which may becalled the Action Quality Indicator, provides information to the source network automation function (i.e., the function that generated the action) about how good or bad that action was to the metrics of the reporting function. 

Usage of the information Elements:

1) To Identify and trigger Automation capabilties, e.g. AI/ML functions or MLEntitys:
· The AIMLOrchestrator or a multi-functional analytics service of the AIMLOrchestrator evaluates the network state to diagnose what the in the network or network resource problem might be. In general, such a problem cannot be concluded from a single KPI otherwise, the NAF responsible for that KPI should be triggered by default. Instead, it is typically a rare event which can only be determined from multiple KPIs. For identifying the problem, the AIMLOrchestrator may collect data on KPIs. Counters, CM values etc. The combination of KPIs. Counters, CM values, etc may be correlated e.g. using an analytics service to identify the problem and the specific combination may be labelled a s aspecific network state. Note: the problem may also be pointed to using analytics sevice such as MDAS. 

· For the identified problem, the AIMLOrchestrator finds the most appropriate network automation function to trigger. It could also be the case that there are multiple network automation functions responsible for a given KPI, which could say happen if there is an open network automation platform to which multiple vendors have supplied network automation functions. In such a case, the network automation function to be triggered by default is not obvious and either the AIMLOrchestrator or an analytics function must figure out the best network automation function to trigger. The AIMLOrchestrator queries the Network Automation Capability Library to match the identified problem to one of the set of network automation functions that are registered in the library. 

· The AIMLOrchestrator then triggers the identified network automation function to find an appropriate action for the problem. The trigger may be sent via a ProblemResolutionRequest sent by the AIMLOrchestrator to the network automation function. The ProblemResolutionRequest may include an identifier for the managed object related to the problem as well as the KPIs. Counters, CM values related to the observed problem.
· The selected network automation function submits a proposed recommended action to the The AIMLOrchestrator for execution. The AIML orchestrator may also undertake coordination action (as edescribed next) to ensure the action is not negatoe on the interests of other network automation functions.
· At the end of the cycle, the AIMLOrchestrator determines the next action, either to recall the previous network automation function to find a new configuration, or to call a different network automation function to attempt the same or related problem or to move to start a new cycle for a completely different problem if the previous problem has been successfully solved. 
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Figure 5.11.4-1: Identifying and triggering Automation capabilties among multiple network automation functions. 
2) To Orchestrate the decisions of AI/ML network automation functions, e.g. AI/ML functions or MLEntitys ( see Figure 5.11.4-2):
· Each network automation function generates a recommendation which it proposes to the AIMLOrchestrator for implementation. The AIMLOrchestrator takes recommendations for changes from the network automation functions and takes a decision whether to implement the policy changes or not. The policy changes may be stated by the network automation functions as hash functions of parameter to parameter-values annotated with the time within which the values should be activated or else be discarded. 
· The AIMLOrchestrator undertake control tasks for the recommended and approved configuration changes, e.g. concurrency control, to ensure that their action will not conflict with other ongoing or proposed actions. In case of conflicts the AIMLOrchestrator may choose to schedule the action to a different time from when it is proposed 

· At the right time, the AIMLOrchestrator implements the action onto the network and subsequent manages the coordination.
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Figure 5.11.4-1: Orchestrating the decision among multiple network automation functions. 
3) To share knowledge and coordinate the impacts executed decisions of AI/ML network automation functions, e.g. AI/ML functions or MLEntitys ( see Figure 5.11.4-1):
· The AIMLOrchestrator is a meta-learning agent responsible for learning if any of the availed network automation functions is behaving outside its expected region and for taking the accordingly appropriate counter-measures. So, for the activated configuration changes, the AIMLOrchestrator manages the transaction among network automation functions that are intended to coordinate their actions and executions. 

· Following the execution of changes, the AIMLOrchestrator triggers the other network automation functions (besides the one requesting the change) to start a monitoring period to identify any negative effects on their metrics. 

· At the end of the observation period the network automation functions evaluate the effects of the changes and report to the AIMLOrchestrator their network (metric) status observations in form of Action Quality Indicators. The network automation functions consume performance assurance (PM), fault supervision (FM) and provisioning (CM) services on their respective network elements and domains to evaluate the effect of the executed policy changes or configurations.

· The The network automation functions report the observed effects in terms of the Action Quality Indicators to the AIMLOrchestrator for aggregation. Note that, in a distributed implementationofthe coordination, the Action Quality Indicators may also be reported directly to the network automation function which generated the action that was executed.

· In the subsequent AQI handling, the AIMLOrchestrator evaluates the network status inputs from the multiple network automation functions and network domains to learn the effects of the configuration changes, i.e. the AIMLOrchestrator determines if the effects are acceptable or not. 

· Where a given change is determined to be out of the expected range, such a change needs to be labeled accordingly. For example, the change may be barred from ever being re-applied or from being reused in the specific context. 

· The AIMLOrchestrator informs the respective network automation function of the evaluation outcome (e.g. by sending the aggregate AQI). The AIMLOrchestrator also accordingly re-configures the network automation function when necessary, e.g. by changing the network automation function’s applicable control parameter spaces or its performance targets.
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Figure 5.11.4-1: The control and Coordination transaction of network automation functions requests and actions. 
5.11.5
Evaluation


The solution described in clause 5.11.4 introduces new information elemenst that together ebavle all three aspects fo the orchestration of AI/ML Inference, i.e. the identification of the right AI/ML function/entity to solve a given probolem, the orchestration of the actions of the AI/ML function/Entities and the sharing of knowledge among the different AI/ML function/Entities about the performance of the individual AI/ML function/Entities. 

Therefore, the solution described in clause 5.11.4 is a feasible solution for Orchestrating AI/ML Inference.
	End of modifications
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