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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
TR 28.908 defines the AI/ML update management as a process of keeping the performance of  AI/ML entities at a satisfying level. The main criteria for AI/ML updating is the performance degradation of AI/ML entities after running for a period of time, as a consequence of time varying nature of the network. The current description for AI/ML entity updates assumes that the AI/ML MnS Producer performs the re-training and update of the AI/ML entity if the new training data is available or if the performance of the running AI/ML model decreases.  However, the efficiency of the AI/ML entity re-training heavily depends on the training data used during the re-training.

During the inference phase of AI/ML Entity, the deployed, running AI/ML entity may degrade in its performance, e.g., due to the changed network state. It is necessary to re-train the AI/ML entity (i.e., apply new training data in the training phase) to ensure the performance of the AI/ML Entity. As this process may be time and resource consuming, it is important to optimize the process of re-training. This contribution proposes to add a use case on improving AI/ML re-training efficiency.
4
Detailed proposal
	Start of modification


5
Use cases, potential requirements, and possible solutions

5.9
AI/ML update management 

5.9.1
Description

Due to the complexity and time-varying nature of network, the AI/ML entities previously deployed may no longer be applicable to the current network after running for a period of time. Typically, the performance of a trained model may degrades over time. The AI/ML entitie needs to be updated timely to ensure the performance of inference and analysis. 

5.9.2
Use cases

5.9.2.2
AI/ML entities updating initiated by producer

The AI/ML entity updating may be initiated by the AI/ML MnS producer. In order to keep the model at a requested level, the AI/ML MnS producer may periodically conduct AI/ML retraining with new available training data. Once a new version AI/ML entity is obtained after the training is finished, it can be used to update the current AI/ML entity with this new version. In another condition, the AI/ML MnS producer may initiate AI/ML entity updating based on the running model performance. For example, if the performance of the running AI/ML model is decreased under a predefined threshold, the AI/ML MnS producer may decide to start ratraining and then update the AI/ML entity to a new version which performs better.
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5.9.2.N
Efficient AI/ML entity re-training 
During inference phase of AI/ML entity, a lot of potentially new data samples are processed and some of them are useful for a re-training and should therefore be labelled and added to the training set. However, using all inference data samples for retraining generates a high effort for data labelling, data provision (signalling) and model training, and this effort is not feasible in environments with limited resources. 

In the case that re-training/model adaptation is performed at the entity with low processing power or limited energy the amount of data used for re-training and the time needed for model to converge towards the maximum performance is critical and needs to be minimized. 

In order to optimize the re-training, it is necessary to reduce of the number of training samples, by extracting the most supporting data samples for re-training from all data samples (pool samples) that have been used for inference. 

5.9.3
Potential requirements


	Requirement label
	Description
	Related use case(s)

	REQ-AIML_UPD-CON-3
	The AI/ML MnS producer should have a capability to update the AI/ML entities and inform an authorized consumer about the update status.
	AI/ML entities updating initiated by producer (clause 5.X.2.2)


REQ-AI/MLUPDATE-1 the 3GPP management system shall have a capability for the authorized consumer to request from the AI/ML inference producer the most supporting data samples for re-training from all data samples (pool samples) that have been used for AI/ML inference.
REQ-AI/MLUPDATE-1 the 3GPP management system shall have a capability for the AI/ML inference producer to provide to the authorized consumer the most supporting data samples for re-training.

5.9.4
Possible solutions

5.9.4.X
Efficient AI/ML entity re-training

This solution uses the instances of following IOCs for interaction between ML inference MnS producer and consumer (e.g. the ML training function) to support efficient re-training of AI/ML entity:
1) MLDataSamplesRequest - this IOC represents the request for obtaining the data samples that are likely to have more value for re-training from all data samples that have been used for inference. This IOC allows an MOI to be created on the ML inference MnS Producer and may contain the following attributes: 

· definition of one or more data features
· minimum number of data samples to be obtained 

· criteria for obtaining the most supporting data samples  
All data samples that have been used for inference are filtered in accordance with the one or more requested features and other provided  criteria in order to obtain the most supporting data samples for re-training. 
2) MLDataSamplesResponse - this IOC represents the response  indicating the data obtained according to the MLDataSamplesRequest. This IOC is created by the AI/ML MnS inference producer towards the MnS consumer and includes at least the requested minimum number of data samples or pointers to them that satisfy criteria specified in MLDataSamplesRequest. The response may further include additional information quantifying the supportiveness for each data sample. 
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· 
5.9.5
Evaluation

The solution described in 5.9.4 is consistent with NRM- based approach and resuses existing provisioning MnS operations. The solution is also consistent with the approach used by AIML training MnS described in TS 28.105. It  provides the means for obtaining the data samples that are likely to have more value for re-training using the consistent NRM-based approach.

	End of modifications


Accepted but Yizhi want a revision as follows:





�Requirements should not be on 2 producers Yizhi prefers them on training producer
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