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Foreword
[bookmark: spectype3]This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: _Toc112652448]Introduction
This clause is optional. If it exists, it shall be the second unnumbered clause.
[bookmark: scope][bookmark: _Toc112652449]
1	Scope
[bookmark: references]The present document studies the Artificial Intelligence / Machine Learning (AI/ML) management capabilities and services for 5GS where AI/ML is used, including management and orchestration (e,g., MDA, see TS 28.104 [2]) and 5G networks (e.g., NWDAF, see TS 23.288 [3]).
[bookmark: _Toc112652450]2	References
[bookmark: definitions][bookmark: _Toc2086437]The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics".
[3]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 
[bookmark: _Hlk106368191][4]	3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[bookmark: _Toc112652451]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc2086438][bookmark: _Toc112652452]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] ], TS 28.105 [4] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc2086439][bookmark: _Toc112652453]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc2086440][bookmark: _Toc112652454]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>

[bookmark: clause4][bookmark: _Toc95724042][bookmark: _Toc95724043][bookmark: _Toc112652455]4	Concepts and overview
[bookmark: _Toc112652456]4.1	Overview
[bookmark: _Hlk99022162]Artificial Intelligence/Machine Learning (AI/ML) techniques are being embraced by telecommunication service providers around the world to facilitate enabling the existing and the new challenging use cases that 5G offers. AI/ML capabilities are being increasingly adopted in mobile networks as a key enabler for wide range of features and functionalities that maximise efficiency and bring intelligence and automation in various domains of the 5GS. For example, these include the Management Data Analytics (MDA) in the management and orchestration [1], the Network Data Analytics Function in the 5G core network domain [3]. 
The AI/ML-enabled functions in the 5GS use the AI/ML model for inference and in order to enable and facilitate the AI/ML adoption, the AI/ML model needs to be created, trained and then managed during its entire lifecycle. 
To enable, facilitate and support AI/ML-capabilities in the 5GS, the following management capabilities are studied in this report:
· Validation of AI/ML model and AI/ML-enabled function
· Testing of AI/ML model and AI/ML-enabled function (before deployment)
· Deployment of AI/ML model (new or updated model) and AI/ML-enabled function
· Configuration of AI/ML-enabled function
· Performance evaluation of AI/ML-enabled function
NOTE: The AI/ML model training capability is specified in TS 28.105 [4]. 

[bookmark: _Toc89158535][bookmark: _Toc112652457]4.2	AI/ML workflow for 5GS
[bookmark: _Toc112652458]4.2.1	AI/ML operational workflow
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN and management system), and the generic workflow of the operational steps in the lifecycle of an AI/ML entity, is depicted in the figure 4.2.1-1.


Figure 4.2.1-1: AI/ML operational workflow
The workflow involves 3 main phases; the training, deployment and inference phase,  including the main operational tasks for each phase. These are briefly described below:
Training phase:
-	AI/ML Training: Learning by the Machine from the training data to generate the (new or updated) AI/ML entity (see TS 28.105 [4]) that could be used for inference. The AI/ML Training may also include the validation of the generated AI/ML entity to evaluate the performance variance of the AI/ML entity when performing on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the AI/ML entity needs to be re-trained. This is the initial step of the workflow. The AI/ML Training MnS is specified in TS 28.105 [4].
-	AI/ML Testing: Testing of the validated AI/ML entity with testing data to evaluate the performance of the trained AI/ML entity for selection for inference. When the performance of the trained AI/ML entity meets the expectations on both training data and validation data, the AI/ML entity is finally tested to evaluate the performance on testing data. If the testing result meets the expectation, the AI/ML entity may be counted as a candidate for use towards the intended use case or task, otherwise the AI/ML entity may need to be further (re)trained. In some cases, the AI/ML entity may need to be verified which is the special case of testing to check whether it works in the AI-enabled function or the target node. In other cases, the verification step may be skipped, for instance in case the input and  output data, data types and formats, have been unchanged from the last AI/ML entity.
Deployment phase:
-	AI/ML Deployment: Deployment of the trained and tested AI/ML entity to the target inference function which will use the subject AI/ML entity for inference.
NOTE: 	The deployment phase may not be needed in some cases, for example when the training function and inference function are in the same entity.
Inference phase:
-	AI/ML Inference: Performing inference using the AI/ML entity by the inference function.
[bookmark: _Toc112652459]4.2.2	AI/ML management capabilities
Each operational step in the workflow (as depicted in clause4.2.1)  is supported by the specific AI/ML management capabilities, including:
Management capabilities for training phase
-	AI/ML training management: allowing the consumer to request and/or manage the model training/retraining based on the performance evaluation results observed by model performance monitoring (performance data and/or feedback). For example, if the model performance degrades, the AI/ML performance management capability may trigger the AI/ML training to start re-training.
-	AI/ML testing management:  allowing the consumer to request the AI/ML entity testing or , and receive the testing results for a trained AI/ML model.
Management capabilities for deployment phase
-	AI/ML deployment control and monitoring: ensuring availability of the desired AI/ML entity and allowing the consumer to request the deployment of the AI/ML entity to be conducted by the producer or set the policy for deployment of the AI/ML entity to be initiated and conducted by the producer, and monitor the deployment process.
Management capabilities for inference phase
-	AI/ML inference activation/deactivation: allowing the consumer to activate/deactivate the inference using AI/ML entity.
-	AI/ML inference monitoring: allowing the consumer to monitor and evaluate the inference performance of an AI/ML entity.
Editor’s note: more details and/or clarifications to the management tasks can be added later.

[bookmark: _Toc112652460]5	Use cases, potential requirements and possible solutions
[bookmark: _Toc50630200][bookmark: _Toc66877266][bookmark: _Toc112652461]5.1	AI/ML model performance management
[bookmark: _Toc112652462]5.1.1	Description
During AI/ML model training, test and deployment, the AI/ML model performance evaluation and management is needed. The related performance indicators need to be collected and analyzed. The purpose of AI/ML performance management is to find the problem, figure out what the problem is, and fix it in time to make sure the model can be trained, tested, and deployed healthy.
[bookmark: _Toc66877268][bookmark: _Toc50630202][bookmark: _Toc112652463]5.1.2	Use cases
[bookmark: _Toc112652464]5.1.2.1	AI/ML model performance indicators 
The AI/ML model performance indicators related to AI/ML model training, test and deployment need to be defined. The indicators mainly include three aspects:
Resource-related indicators:  the performance indicators of the system that the model trains or deploys.
Model-related indicators: performance indicators of the model itself.
[bookmark: _Toc50630203][bookmark: _Toc66877269]Service-related indicators: the running state indicators of the launched model.
These indicators need to be precisely defined. For different service, some indicators can be selected for evaluation. For example, resource-related indicators and model-related indicators may be selected in the training phase, while service-related indicators may be selected in the deployment phase. The AI/ML MnS producer should first determine which indicators are needed and then use these indicators for evaluation.
[bookmark: _Toc112652465]5.1.2.2	Monitoring and control of AI/ML behavior 
In a typical network operation, an operator configures and operates an MLENTITY according to the manual of the MLENTITY. Usually, the operator does not need to know the details of the MLENTITY’s internal-decision making, simply due to “too many”MLEntitys running for the network and, too much detail that is unnecessary information for the operator. as it is in the vendor's interest to hide the internal aspects of the implementation of their automation solutions. 
However, the operator still needs to guide the solutions and to configure them to achieve the desired outcomes in an MLEntity-agnostic manner. For example, consider the load balancing automation use case (AutoLB) summarized by Table 1. With an AutoLB MLEntitydecides that how distribute load among networking objects. The MLEntity has specific actions that it can take while the operator also has operational actions that it needs to take to steer the solution, e.g. to switch off the solution, to reconfigure the solution, to change the solutions input. As such, the behavior of the MLEntity in terms of the actions it takes under any given conditions needs to be related to the configuration actions from the MnS consumer (e.g. the operator)
Table 5.1.2.2-1: Operability of the Automated load balancing
	Automation use case
	Description
	MLEntity's context
	Example MLEntity's decisions
	Operator's Actions

	load balancing (AutoLB)
	Distribute load among different networking objects, e.g. among cells.
	· Amount of traffic, no of users, etc
	· select CIO values
	· set the maximum  CIO values,
· Deactivate AutoLB 



So, it is important that even without knowing the details of the MLEntity, the operator needs to have the understanding of the MLENTITY’s overall behaviour. And, if a part of the MLEntity’s decisions/actions are not what is preferred by the operator, the operator needs to instruct the MLEntity to behave accordingly. Relatedly, means are needed to enable the operator to associate his actions to the context and to enable the operator to guide the AI/ML-enabled function or solution.   
[bookmark: _Toc112652466]5.1.3	Potential requirements
REQ-MODEL_PERF-CON-1		The AI/ML MnS producer should have a capability to define performance indicators of AI/ML model and select some indicators based on the service.
REQ-AI/ML_BEH-1 	The 3GPP management system shall have a capability to inform authorized AI/ML MnS consumer (e.g. the operator) about the behavior of the MLEntity, in an MLENTITY agnostic manner without the need to expose its internal characteristics
REQ-AI/ML_BEH-2 	The shall have capability that enables an authorized AI/ML MnS consumer (e.g. the operator) to configure the behavior of the MLEntity, in an MLENTITY agnostic manner that does need to expose its internal characteristics
[bookmark: _Toc50630204][bookmark: _Toc66877270][bookmark: _Toc112652467]5.1.4	Possible solutions
TBD
[bookmark: _Toc112652468]5.1.5	Evaluation
TBD.
[bookmark: _Toc112652469]5.2	Event data for ML training
[bookmark: _Toc112652470]5.2.1	Description
In analytics solutions, Performance Measurements (PMs) and Fault Reports (FRs) from various network function are collected and analytics applied on the PMs and FRs to come up with statistical insights and predictions of events from the raw data. For most algorithms, the prediction accuracy depends upon the amount of relevant historical data, motivating the need to store ever more data, which correspondingly increases the storage and processing resource requirements. However, not all recorded data is useful as the derived events, e.g. captured through analytics processes, may have loss of information OR mis-information e.g., with respect to time of the event.
[bookmark: _Toc112652471]5.2.2	Use cases
[bookmark: _Toc112652472]5.2.2.1	Pre-processed event data for ML training
For AI/ML algorithms, a large amount of data points does not necessarily add value, e.g., if most of it includes biased data which ends up getting discarded during the pre-processing stages. Instead, the AI/ML algorithms need to have information-rich events data that is condensed but with most of it useful for the required training. For example, one could train an interference optimization solution that learns the best way to combat interference by looking at  counters of handover failures correlated with signal quality. However, for most of the time in the radio network, there will be no interference events, but this cannot be determined if the events are not captured form the data. As such all the data must be kept and used for training. However, the data could also be mined for the interference event or signatures thereof. Then an equivalent interference management solution could be trained using the interference signatures or the signatures combined with only a small amount of raw data.
It is as such necessary to provide means to isolate and store the information rich events in the network, to ensure that minimizing storage and processing costs by discarding the unnecessary raw data does not compromise the ability to and still avails adequate historical information to adequately train AI/ML applications. In other words it is necessary for network functions to their management system to generate data on about the observed network events, e.g., based on the criteria set by the Operator, which events can then be stored to be used later to train AI/ML applications.
Network Function
AI/ML Trainig Function as Network events Data Consumer

Events processing
Events data
Management Function
Events processing
Network/system data
Network/system events data

Fig 2.2.1-1. Exposing and storing network events data

[bookmark: _Toc112652473]5.2.3	Potential requirements
REQ-EVENT-DATA-1	The 3GPP management system shall enable an authorized consumer to request from the network data producer for network events corresponding to the data produced by that network data producer.
REQ-EVENT-DATA-2 The 3GPP management system shall enable A network data producer to generate network events in place of or alongside the network data that they produce
REQ-EVENT-DATA-3 The 3GPP management system shall enable a  network events aggregator to take the events from different network entities and re-expose them in an aggregated way that eliminates duplications

[bookmark: _Toc112652474]5.2.4	Possible solutions
TBD
[bookmark: _Toc112652475]5.2.5	Evaluation
TBD.
[bookmark: _Toc112652476]5.3	AI/ML entity validation
[bookmark: _Toc112652477]5.3.1	Description
During the AI/ML training process, the generated AI/ML entity (see TS 28.105 [4]) needs to be validated. The purpose of AI/ML validation is to evaluate the performance of the AI/ML entity when performing on the validation data, and to identify the variance of the performance on the training data and the validation data. If the variance is not acceptable, the entity would need to be tuned (re-trained) before being made available to the consumer.
The training data and validation are normally split from the same data set with a certain ratio in terms of the quantity of the data examples, therefore they have the same pattern.
[bookmark: _Toc112652478]5.3.2	Use cases
[bookmark: _Toc112652479]5.3.2.1	AI/ML entity validation performance reporting
In the AI/ML training, the AI/ML entity is generated based on the learning from the training data, and validated using validation data. The performance of the AI/ML entity has tight dependency on the data (i.e., training data) from which the AI/ML entity is generated. Therefore, an AI/ML entity performing well on the training data may not perform well on other data. If the performance of AI/ML entity is not good enough as result of AI/ML validation, the AI/ML entity will be tuned (re-trained) and validated again. The process of AI/ML entity generation and validation is repeated by the AI/ML training function, until the performance of the AI/ML entity meets the expectation on both training data and validation data. The producer in the end selects one or more AI/ML entities with the best level performance on both training data and validation data as the result of the AI/ML training, and reports to the consumer. The performance of each selected AI/ML entity on both training data and validation data also need to be reported.
The performance result of the validation may also be impacted by the ratio of the training data and validation data. Consumer needs to be aware of the ratio of training data and validation data, besides the performance score on each data set, in order to be confident about the performance of AI/ML entity. 
[bookmark: _Toc112652480]5.3.3	Potential requirements
REQ-MODEL_VLD-CON-1	The AI/ML Training MnS producer should have a capability to validate the AI/ML entities during the training process, and report the performance of the AI/ML entities on both the training data and validation data to the authorized consumer.
REQ-MODEL_VLD-CON-2	The AI/ML Training MnS producer should have a capability to report the ratio (in terms of the quantity of the data examples) of the training data and validation data used for training of an AI/ML entity during the training process.
[bookmark: _Toc112652481]5.3.4	Possible solutions
[bookmark: _Toc112652482]5.3.4.1	Validation performance reporting by enhancing the existing IOC
[bookmark: MCCQCTEMPBM_00000057]In TS 28.105 [4], the AI/ML entity training report is provided by AIMLTrainingReport IOC, which includes the attribute indicating the performance of the AI/ML entity when performing on the training data. 
To support the AI/ML entity validation performance reporting, a new optional attribute can be defined in the AIMLTrainingReport IOC to indicate the performance of the AI/ML entity when performing on the validation data.
[bookmark: _Toc66877274][bookmark: _Toc112652483]5.3.5	Evaluation
The possible solution described in clause 5.3.4.1 enhances the existing AIMLTrainingReport IOC with a new optional attribute indicating the performance of the AI/ML entity when performing on the validation data, the change is lightweight and it is backward compatible, therefore it is a feasible solution.
[bookmark: _Hlk107690143][bookmark: _Toc112652484][bookmark: _Hlk106014540]5.4	AI/ML entity testing
[bookmark: _Hlk96012523][bookmark: _Toc112652485]5.4.1	Description
[bookmark: _Hlk106278227]After an AI/ML Entity is trained, validation is done to ensure the training process is completed successfully.. However, even when validation is conducted successfully during development, it is necessary to test and check if the AI/ML Entity is working correctly under certain runtime contexts or using certain testing data set. Testing may involve interaction with third parties (besides the developer of the AI/ML training function) , e.g. the operators may use the AI/ML training function or third-party systems/functions that may rely on the results computed by the AI/ML entity for testing. 
[bookmark: _Hlk106278050]After completing the AI/ML entity training, and when the performance of the trained AI/ML entity meets the expectations on both training and validation data, the AI/ML entity is made available to the consumer(s) via the AI/ML training report (see AIMLTrainingReport IOC in TS 28.105 [4]). Before applying the AI/ML entity to the target inference function or AI/ML-enabled function, the AI/ML training MnS producer may need to allow the consumer to evaluate the performance of the AI/ML entity via the AI/ML testing process using the consumer’s provided testing data. The testing data have the same pattern as the input part of the training data.
For these reasons, provision of AI/ML testing and its control need to be standardized to enable the multi-vendor interaction among the different systems. If the testing performance is not acceptable or does not meet the pre-defined requirements, the consumer may request the AI/ML training producer to re-train the AI/ML entity with specific training data and/or performance requirements.
[bookmark: _Toc112652486]5.4.2	Use cases
[bookmark: _Toc112652487]5.4.2.1	Consumer-requested AI/ML entity testing
After receiving an AI/ML training report about a trained AI/ML entity from the AI/ML Training MnS producer, the consumer may request the testing MnS producer to test the AI/ML entity before applying it to the target inference function. In the AI/ML testing request, the consumer provides the testing data which have the same pattern as the input part of the training data.
Any AI/ML entity needs to be tested with specific inputs and features that are applicable to the use case and the applicable deployment environment. 
The AI/ML testing MnS producer performs the AI/ML testing using the consumer’s provided testing data. The AI/ML testing is to conduct inference on the tested AI/ML entity using the testing data as the inference inputs and produce the inference output for each testing dataset example.
The AI/ML testing MnS producer may be the same as or different from the AI/ML Training MnS producer.
After completing the AI/ML testing, the AI/ML testing MnS producer provides the testing report indicating the success or failure of the AI/ML testing to the consumer. For a successful AI/ML testing, the testing report contains the testing results, i.e., the inference output for each testing dataset example.
The AI/ML testing MnS producer needs to have the capabilities and provide the services needed to enable the consumer to request testing and receive results on the testing of a specific AI/ML entity or of an application or function that contains an AI/ML entity. 
To achieve the desired outcomes, any AI/ML entity needs to be tested with the appropriate testing data, which can reflect the current status of the network where the AI/ML entity is expected to be deployed. Correspondingly, the AI/ML testing MnS producer needs to support the required management services to test the AI/ML entities.
[bookmark: _Toc112652488][bookmark: _Hlk106016564]5.4.2.2	Control of AI/ML entity testing
Given a testing capability as provided by a given AI/ML testing MnS producer, a consumer (e.g., an operator) may wish to control and manage that testing process capability. For example, the operator may wish to define policies on how frequent testing for a given AI/ML entity may be executed. Correspondingly, the 3GPP management system needs to provide the capability to allow the AI/ML entity testing to be configured. 


[bookmark: _Ref102461957]Figure 5.4.2.2-1: AI/ML entity testing and control
[bookmark: _Toc112652489]5.4.3	Potential requirements
REQ-AI/MLTEST-1 The AI/ML testing MnS producer should have a capability for an authorized consumer to request the testing of a specific AI/ML entity. 
REQ-AI/MLTEST-2 The AI/ML testing MnS producer should have a capability to create a testing process instance per the testing request for an authorized consumer.
REQ-AI/MLTEST-3 The AI/ML testing MnS producer should have a capability to report to an authorized consumer the results of a specific instance of AI/ML testing process with the result of a successful AI/ML entity testing containing the inference output for each testing data example. 
REQ-AI/MLTEST-4 The AI/ML testing MnS producer should have a capability for an authorized consumer (e.g. the operator) to configure or modify an instance of AI/ML testing process. 
REQ-AI/MLTEST-5 The AI/ML testing MnS producer should have a capability to test a specific AI/ML entity using specific data specified by the consumer or using data at a location address specified by the consumer or using data with specific characteristics defined by the consumer.
REQ-AI/MLTEST-6 The AI/ML testing MnS producer should have a capability to test a specific AI/ML entity for a specified expected runtime context as may be stated by the consumer.
REQ-AI/MLTEST-8 The AI/ML testing MnS producer should support a capability for an authorized consumer to define the reporting characteristics related to a specific instance of AI/ML testing request.
REQ-AI/MLTEST-9 The AI/ML testing MnS producer should support a capability for an authorized consumer to manage the AI/ML testing request, including suspending, resuming, canceling the request, or  adjusting the desired runtime context of the testing.
[bookmark: _Toc112652490]5.4.4	Possible solutions
[bookmark: _Toc112652491]5.4.4.1	NRM based solution
[bookmark: MCCQCTEMPBM_00000041]This solution uses the instances of following IOCs for interaction between AI/ML testing MnS producer and consumer to support the AI/ML entity testing:1) 	The IOC representing the AI/ML entity testing request, for example named as MLTestingRequest.
This IOC is created by the AI/ML entity testing MnS consumer on the producer, and it contains the following attributes:
- 	identifier of the AI/ML entity to be tested;
-	testing environment requirements, e.g., expected runtime context;
-	testing data.
2) 	The IOC representing the AI/ML entity testing policy, for example named as MLTestingPolicy.
This IOC is created by the AI/ML entity testing MnS consumer on the producer to control the testing initiated by the producer, and it contains the following attributes:
- 	identifier or inference type of the AI/ML entity to be tested;
-	testing environment requirements, e.g., expected runtime context;
-	testing triggers, i.e., the conditions that would trigger the testing of an AI/ML entity.
3) 	The IOC representing the AI/ML entity testing process, for example named as MLTestingProcess. This MOI is created for the AI/ML entity testing process corresponding to the testing requested by the consumer per the IOC described in 1), or the testing initiated by the producer based on the given testing policy per the IOC described in 2). 
This IOC is created by the AI/ML entity testing MnS producer and reported to the consumer, and it contains the following attributes:
- 	identifier of the AI/ML entity being tested;
-	the associated AI/ML entity testing request;
-	the associated AI/ML entity testing policy;
-	testing progress;
-	testing environment, e.g., the testing runtime context;
-	testing data to be used;
-	control of the process, like cancel, suspend and resume.
4) 	The IOC representing the AI/ML testing report, for example named as MLTestingReport.
This IOC is created by the AI/ML testing MnS producer and reported to the consumer, and it contains the following attributes:
- 	identifier of the tested AI/ML entity;
-	the associated AI/ML entity testing request;
-	the associated AI/ML entity testing process;
-	testing result indicating the success or failure, and containing the inference output for each testing data example for successful case, and the failure reason for the failed case.
The examples of IOCs and their relations between the IOCs are depicted in the figure below.


Figure 5.4.4.1-1: Example of AI/ML entity testing related NRMs
NOTE: The name of the IOCs and attributes are to be decided in normative phase.
[bookmark: _Toc112652492]5.4.5	Evaluation
The solution described in clause 5.4.4.1 adopts the NRM-based approach, which reuses the existing provisioning MnS operations and notifications. This solution is also consistent with the approach used by AI/ML training MnS defined in TS 28.105 [4]. It does not only reuse the existing capabilities (provisioning MnS operations and notifications) to a greater extent, but also provides the flexibility to facilitate both co-located and distributed implementation and deployment of AI/ML training MnS and AI/ML testing MnS by using the consistent NRM-based approach.
Therefore, the solution described in clause 5.4.4.1 is a feasible solution.
[bookmark: _Toc112652493]5.5	AI/ML deployment
[bookmark: _Toc112652494]5.5.1	Description
[bookmark: OLE_LINK17][bookmark: OLE_LINK14][bookmark: OLE_LINK5][bookmark: OLE_LINK8]AI/ML deployment refers to the process of making an AI/ML-enabled function available in the operational environments, where it could start adding value by conducting inference (e.g., prediction). After trained AI/ML-enabled function meets the performance criteria, the AI/ML-enabled function could be deployed in 3GPP system via a software installation or via a configuration management procedure and subsequently activated.
After an AI/ML-enabled function is deployed and activated in the production environment, the data fed to the AI/ML-enabled function may change to the level where it is different from the data used in the initial prior training of the respective AI/MLEntity. To improve model performance with the changing data, the AI/ML-enabled function or the entity therein may need to be retrained and redeployed within the production environment.
[bookmark: _Toc112652495]5.5.2	Use cases
[bookmark: OLE_LINK18][bookmark: _Toc112652496][bookmark: _Hlk106398870][bookmark: OLE_LINK43][bookmark: OLE_LINK42]5.5.2.1	AI/ML deployment information retrieved by consumer
[bookmark: OLE_LINK47][bookmark: OLE_LINK52][bookmark: OLE_LINK44]After the AI/ML Entity is trained by the AI/ML training (AIMLT) MnS producer during development, the AI/ML-enabled function needs to be deployed to conduct inference in the operational environment. 
[bookmark: OLE_LINK7]Once the AI/ML-enabled function has been installed in the operational environment, as different consumers need to know the available information of AI/ML-enabled functions and to determine the next appropriate action, the MnS consumer may request the MnS producer to retrieve the deployment information of AI/ML-enabled function.  
The general deployment information used to describe an AI/ML-enabled function may include:
[bookmark: OLE_LINK46]-	Resource information, which describes the static parameters of AI/ML Entity (e.g. aIMLEntityVersion, aIMLEntityId, trainingContext, see TS 28.105 [4])
-	Management information, which describes the information model that is used for AI/ML Entity lifecycle management (e.g. activation flag, status, create time, last update time).
-	Capability information, which describes the capability information (e.g. inference type, performance metrics).
[bookmark: OLE_LINK19][bookmark: _Toc112652497]5.5.3	Potential requirements
REQ-MODEL_DPL-CON-1 The MnS producer responsible for AI/ML management shall have a capability to retrieve deployment information of the AI/ML-enabled function and inform an authorized consumer about the information.
REQ-MODEL_DPL-CON-2 The MnS producer responsible for AI/ML management shall have a capability to allow an authorized consumer to retrive deployment information of the AI/ML-enabled function.
[bookmark: _Toc112652498]5.5.4	Possible solutions
TBD
[bookmark: _Toc112652499]5.5.5	Evaluation
TBD

[bookmark: _Toc112652500]5.6	AI/ML Inference History 
[bookmark: _Toc112652501]5.6.1	Description
For different automation requirements, network and management automation functions (e.g. gNB, MDAS, SON) may apply Machine Learning functionality to make the appropriate inferences in different contexts. Depending on the contexts, the AI/MLEntity may take different decisions at inference with different outcomes. The history of such inference decisions and the context within which they are taken may be of interest to different consumers.
[bookmark: _Toc112652502]5.6.2	Use cases
[bookmark: _Toc112652503]5.6.2.1	Tracking AI/ML inference decision and context 
The AI/ML-enabled function may take different decisions at inference in different contexts and with different outcomes. The selected decisions may need to be tracked for future reference, e.g. to evaluate the appropriateness/ effectiveness of the decisions for those contexts or to evaluate degradations in the AI/MLEntity's decision-making capability. For this, the network not only needs to have the required inference capabilities but needs also to have the means to track and enable usage of the history of the inferences made by the ML applications.



Figure 5.6.2.1-1: Example use and control of MLInferenceHistory Request and reporting in the management plane

[bookmark: _Toc112652504]5.6.3	Potential requirements
REQ-MLHIST-1 The producer of ML inference history should have a capability allowing an authorized consumer to request the inference history of a specific AI/MLEntity. 
REQ-MLHIST-3 The producer of ML inference history should support a capability for an authorized consumer (e.g. the function/entity that generated the Request for ML inference history) to define the reporting characteristics related to a specific instance of ML inference history or the reporting thereof.

[bookmark: _Toc112652505]5.6.4	Possible solutions
-	Introduce ML Inference History (named e.g. MLInferenceHistory) as an IOC, which may be modelled as a managed function that is contained in a ManagedFunction, ManagementFunction or subnetwork. The MLInferenceHistory then may contain or be associated with the critical properties and modules needed to accomplish MLTesting, including:
-	the list of MLInferenceHistoryRequests, 
-	the list of AIMLEntities either under Testing or to be considered for Testing, 
-	MLInferenceHistoryReporting to report on MLInferenceHistoryRequests or their related outcomes.
-	Introduce ML Inference History Request (named e.g. MLInferenceHistoryRequest) as an IOC, which may be instantiated by the consumer (e.g. an operator, a managed functions or a management function) for any required history. Each MLInferenceHistoryRequest 
-	May be associated to exactly one deployed AIMLEntity
-	may contain specific reporting requirements, e.g. one attribute ReportingPeriod may define how the MLInferenceHistory may report about the MLInferenceHistoryRequest,
-	may have a source to identify where its coming from. The sources may for example be an enumeration defined for network functions, operator roles, or other functional differentiations.
-	The MLInferenceHistoryRequest may prescribe a list of Reporting-Context, which describes the list of constraints or conditions that may evaluate to true when the Reporting is executed. The Reporting-Context may be a triple <Attribute, Condition, ValueRange >  where:
-	Attribute: describes a specific attribute of or related to the object or the usecase that relates to the AIMLEntity on which reporting is executed. It may also refer to the characteristics of such object (e.g. its control parameter, gauge, counter, KPI, weighted metric, etc.). It may also refer to an attribute related to the operating conditions of the object or use case (such as weather conditions, load conditions, etc.).
-	Condition: expresses the limits within which the Attribute is allowed/supposed to be. The allowed values for the condition may include: "is equal to"; "is less than"; "is greater than"; "is within the range"; "is outside the range".
-	ValueRange: describes the range of values that are applicable to the Attribute as constrained by the Condition. 
-	Introduce a ML Inference History Reporting (named e.g. MLInferenceHistoryReporting) as an IOC, which may be use to model the capability of compiling and delivering reports and notifications about MLInferenceHistory or its associated MLInferenceHistoryRequests. The MLInferenceHistory may generate one or more ML Inference History Reports via one or more instances of MLInferenceHistoryReporting.  
-	Each ML Inference History Report may be associated to one or more AIMLEntities for which InferenceHistory is requested and/or reported

Editor’s note: there may be potential alignment with the solution for historical data handling from  Rel-18 Study on management data collection study.
[bookmark: _Toc112652506]5.6.5	Evaluation
TBD.
[bookmark: _Toc112652507]5.7	AI/ML context 
[bookmark: _Toc112652508]5.7.1	Description
[bookmark: OLE_LINK6]AIMLContext represents the status and conditions related to the AIMLEntity (cf. TS 28.105[4]). This may include the network context as defined in TS 28.104 [2] as well as other conditions that may be applicable to the AIMLEntity but are not part of network characteristics e.g. the time of day, season of the year. As part of AI/ML model performance management there is identification of the problem that the AI/ML model is facing. As described in TS 28.104[2], the differences in the network context, i.e., network status, under which data is collected to produce analytics, significantly affect the produced analytics. Similarly, the changes in the AI/ML context, e.g., the characteristics of the data related to the network status and conditions used for AI/ML model training, testing and deployment may affect the AI/ML entity performance, thus may represent a problem for the AI/ML entity. Thus management capabilities are needed to enable awareness of the AI/ML context in terms of the identification as well as monitoring and reporting of changes in AI/ML context as part of the identification of the problem that the AI/ML entity is facing. 

[bookmark: _Toc112652509]5.7.2	Use cases
[bookmark: _Toc112652510]5.7.2.1	AI/ML context monitoring and reporting 
AI/ML context related to AI/ML model training, testing and deployment needs to be identified by characterizing the input data used by the AI/ML model is targeted to work. As an example, such characterization may be done based on the statistical properties of data. Monitoring of such AI/ML context serves to detect the changes and anomalies in the AI/ML context. Some anomalies may be considered as a problem that AI/ML entity is facing as it may lead to its performance degradation. Therefore, the consumer of the related AI/ML service needs to be informed about such observed AI/ML context change. 
[bookmark: _Toc112652511]5.7.2.2	Mobility of AIML Context 
In several network automation use cases, the respective MLinference function cannot cover the complete network in one MLEntity instance. An MLEntity may be trained for a specific local context, and similarly, a different context may be applicable for inference, so the MLEntity may be characterized by different trainingContext and an expecetdInferenceContext. However, the network scopes where the data used for training and inference is collected does not always necessarily overlap with the network scopes in which the function makes decisions. The context of MLEntities or ML inferencefunction may need to distinguish between context for generating decisions or insights, the context from which it generates measurements or data as well as the context in which it is prepared before being active for inference. So the characteristics of the respective MLinference function need to be distinguished depending on the different contexts of the AI/ML inferencefunction. As such besides the validity scope defined by the trainingContext and an expecetdInferenceContext, the MLEntity should also be characterized by specific measurement scopes, where the input measurements are collected. And these may also be separately defined for the 2 use cases. 
[bookmark: _Toc112652512]5.7.2.3	Standby mode for AI/ML Functionality 
Where the respective AI/MLinferencefunction cannot cover the complete network in one MLEntity instance, multiple instances of MLEntities may be required, one for each specific network scope, such as a cell. When a network automation use case requires several MLEntities instances, where each has its own limited validity scope (a geographical area or a subnetwork), transfers of machine learning context, i.e. “handovers” between the MLEntities covering different validity scopes (not necessarily identical to cell coverage area), are needed. Accordingly, the AI/MLinferencefunction or the MLEntities therein may have different roles, either as active or standby decision makers.
Consider the use case where a different MLEntity instance is needed for each Base station, i.e. the validity scope defined by the expecetdInferenceContext is a specific gNB. An instance of this is predictive ML-driven handover where an MLEntity  is trained to decide the optimal handover point and target cell based on the UE measurements. When the UE hands over to a cell in another gNB, a new MLEntity  instance fitting the new validity scope needs to be deployed in the UE. This is illustrated by Figure 5.N.1.a) where the UE uses MLEntity instance 1 in both cells 1 & 2 but when the UE hands over to cell 3, which is outside the validity area of MLEntity instance 2 needs to be deployed to the UE.
However, the deployment may require uploading the required MLEntity instance into the UE and initializing the MLEntity, for example to collect and feed the necessary input data to setup the required internal states, such as in Long-Short Term Memory (LSTM) Recurrent Neural Networks (RNNs). Accordingly, it may take significant time before the new MLEntity becomes active and operational. Moreover, if the UE hands over back to cell 2 after a short stay in cell 3 (pingpong), the UE needs to immediately re-deploy MLEntity instance 1, compounding the problem further. 
To minimize this risk, there should be a "prepared scope" defined for each MLEntity, which is the scope within which the MLEntity  is deployed and initialized but not activated for inference.
a) 	[image: ]	b) [image: ]

Figure 5.7.2.3-1: Example mobility of AI/ML context - a) validity scopes, b) validity and standby scopes
This is illustrated by Figure 5.N.1 8b) where besides the validity areas, standby areas are defined for each MLEntity  instance, e.g. MLEntity  1 is active in cells 1 and 2 but standby in cell 3. This implies that the AI/MLEntity  1 should be availed to the UE in cell 3 even if the UE cannot use MLEntity  instance 1 in cell 3. To support this, it must be possible to configure both, the validity areas and the standby areas for MLEntities and to define their role in them, i.e., either active, or prepared. 
[bookmark: _Toc112652513]5.7.3	Potential requirements
REQ-ML_CTX -1 The producer AI/ML-related MnS including for training and inference should have a capability to identify and monitor the AI/ML context, as well as to inform the consumer about observed changes in AI/ML context , 
REQ-ML_CTX-2 The 3GPP Management system should have a capability for an authorized consumer to configure or read the measurement scope of an MLEntity for AI/ML training or for AI/ML inference.
REQ-ML_CTX-3 The 3GPP Management system should have a capability for an authorized consumer to read the MLEntity's inference cache scope that defines the network scope within which the MLEntity is activated to be in standby mode in preparation for elevating to active mode.
[bookmark: _Toc112652514]5.7.4	Possible solutions
[bookmark: _Toc112652515]5.7.4.1.	AIMLContext datatype on AIMLEntity
The IOC AIMLContext is a <<datatype >> attribute on the AIMLEntity. The  AIMLContext is notifiable, so that any interestd party can subscribe to a notification on the AIMLContext.
when there is a change in the AIMLContext, e.g. as observed from the statistical properties of data, the notification is sent to the entity that subscribed to the notification.
The AIMLContext has the following attributes which can be configured by the consumer when defining an AIMLContext to be moitored.
-	Attribute “area of interest” identifying the geographical area to be taken into account.
-	Attribute "area granularity" defining the size of the sub-areas of the area of interest for which the statistical properties of data should be identified. It can be expressed for example in km2 or as a description of a relevant part of the network (e.g., building, street, block, district, city, or state). In case area granularity attribute is not specified by the consumer, contexts related to different areas are determined according to the data distribution detected in the area of interest. 
-	Attribute " reporting_threshold " indicating when the deviation in data statistics compared to previously determined context shall be reported. It can be numeric attribute, e.g., indicating the percentage of changes between the currently monitored data statistics and previously identified data statistics.
The notification delivers the AIMLContextReport that contains the information on partitioning of area of interest into smaller areas (i.e. sub-areas) based on statistical properties of data. The report may also comprise the statistical properties of identified sub-areas. Furthermore, the report may include the information on detected changes in data statistics. Hereby, either the complete information on current data statistics or the actual “delta” compared to previous data statistics may be indicated to the consumer.
[bookmark: MCCQCTEMPBM_00000043][bookmark: MCCQCTEMPBM_00000044]The AIMLContextReport MOI is contained by the AIMLTrainingFunction or AIMLInferenceFunction MOI.
[bookmark: _Toc112652516]5.7.5	Evaluation
TBD.
[bookmark: _Toc112652517]5.8	AI/ML Entity Capability Discovery and Mapping
[bookmark: _Toc112652518]5.8.1	Description
A network or management function that applies AI/ML to accomplish specific tasks may be considered to have one or more AI/MLEntities each having specific AIML capabilities. The AIML capabilities are either of:
-	a decision-making capability which is in the form of triple <x,y,z> indicating  
-	x: the object or object types for which the AI/MLEntity can undertake optimization or control
-	y: the configurable attributes on object or object types x, which the AI/MLEntity optimizes or controls to achieve the desired outcomes
-	z: the performance metrics which the AI/MLEntity optimizes through its actions
-	an analysis capability which is in the form of tuple <x,z> indicating  
-	x: the object or object types for which the AI/MLEntity can undertake analysis
-	z: the network context (on object x) for which the AI/MLEntity produces analysis
 
Different network functions may need to rely on existing AI/ML capabilities to accomplish the desired automation. However, the applicability of the ML-based solutions and the details of such ML-based solutions (i.e., which AI/MLEntities shall be applied and how) for accomplishing those automation functionalities is not obvious. On a high-level, such ML-based solutions may be categorized into cases with or those without ML orchestration. In both cases, management services are required to identify the capabilities of the involved AI/MLEntities and to map those capabilities to the desired logic. 
[bookmark: _Toc112652519]5.8.2	Use cases
[bookmark: _Toc112652520]5.8.2.1	Identifying capabilities of AI/MLEntities
Network functions, especially network automation functions, may need to rely on AI/ML capabilities that are not internal to those Network functions to accomplish the desired automation. For example, as stated in TS 28.104, “an MDA Function may optionally be deployed as one or more AI/ML-enabled function(s) in which the relevant models are used for inference per the corresponding MDA capability.” Similarly, owing to the differences in the kinds and complexity of intents that need to be fulfilled, an intent fulfilment solution may need to employ the capabilities of existing AI/ML to fulfil the intents. In any such case, management services are required to identify the capabilities of those existing AI/MLEntities. 



Figure 5.8.2.1-1: Request and reporting on AI/ML capabilities
Figure 5.8.2.1-1 shows that the consumer may wish to obtain AI/ML capabilities to determine how to use them for the consumer's needs, e.g., for its intent targets or other automation targets.
[bookmark: _Toc112652521]5.8.2.2	Mapping of the capabilities of AI/MLEntities 
Besides the discovery of the capabilities of AI/MLEntities, services are needed for mapping the AI/ML Entities and capabilities. In other words, instead of the consumer discovering specific capabilities, the consumer may want to know the AI/MLEntities than can be used to achieve a certain outcome. For this, the producer should be able to inform the consumer of the set of AI/MLEntities that together achieve the consumer's automation needs.
In the case of intents for example, the complexity of the stated intents may significantly vary - from simple intents which may be fulfilled with a call to a single AI/MLEntity to complex intents that may require an intricate orchestration of multiple AI/MLEntities. For simple intents, it may be easy to map the execution logic to the one or multiple AI/MLEntities. For complex intents, it may be required to employ multiple AI/MLEntities along with a corresponding functionality that manages their inter-related execution . The usage of the the AI/MLEntities  requires the awareness of the capabilities of their capabilities and interrelations. 
Moreover, given the complexity of the required mapping to the multiple AI/MLEntities, services should be supported to provide the mapping of AI/MLEntities and capabilities.


Figure 5.8.2.2-1: Mapping execution logic to AI/ML Capabilities
NOTE: 	Figure 5.8.2.2-1 shows that the consumer may wish to obtain the mapping of AI/ML capabilities to some management tasks to determine how to use them for the consumer's needs, e.g., for its intent targets or other automation targets. The management tasks may for example include specific metrics to be optimized, but the candidate tasks to be considered shall be agreed at the normative phase.
[bookmark: _Toc112652522]5.8.3	Potential requirements
REQ-ML_CAP-1 The 3GPP Management system should have a capability for an authorized MnS consumer to request the AI/ML MnS Producer for the capabilities of existing AI/MLEntities available within the provider of AI/ML inference.
REQ-ML_CAP-2 The AI/ML MnS Producer shall have a capability to report to an authorized MnS consumer the capabilities of an AI/MLEntity as a decision described as a triplet <object(s), parameters, metrics> with the entries respectively indicating : the object or object types for which the AI/MLEntity can undertake optimization or control; the configuration parameters on the stated object or object types, which the AI/MLEntity optimizes or controls to achieve the desired outcomes; and the network metrics which the AI/MLEntity optimizes through its actions.
REQ-ML_CAP-3 The AI/ML MnS Producer shall have a capability to report to an authorized MnS consumer the capabilities of an AI/MLEntity as an analysis described as a tuple <object(s), characteristics> with the entries respectively indicating: the object or object types for which the AI/MLEntity can undertake analysis; and the network characteristics (related to the stated object or object types) for which the AI/MLEntity produces analysis.
REQ-ML_CAP-4 The 3GPP Management system should have a capability to enable an authorized MnS consumer to request an AI/ML MnS Producer for a mapping of the consumer's targets to the capabilities of one or more AI/MLEntities.
[bookmark: _Toc112652523]5.8.4	Possible solutions
The network functions may rely on available AI/ML capabilities to achieve the desired outcome. Such available AI/ML capabilities may need to be discovered as a first step.   
The following solution (related to the worklow depicted in Figure 1) may be applicable: 
[bookmark: _Hlk108522665] -	When the AI/ML MnS Consumer requests for information on available AI/MLEntities and their supported AI/ML capabilities from the AI/ML MnS Producer (e.g., inference producer), the AI/ML MnS Producer provides the AIML_capability in the following form:
-	a decision-making capability in the form of triple <x,y,z> indicating  
x: the object or object types for which the AI/MLEntity can undertake optimization or control
y: the configurable attributes on object or object types x, which the AI/MLEntity optimizes or controls to achieve the desired outcomes
z: the performance metrics which the AI/MLEntity optimizes through its actions
-	an analysis capability in the form of tuple <x,z> indicating  
x: the object or object types for which the AI/MLEntity can undertake analysis
z: the network context (on object x) for which the AI/MLEntity produces analysis
-	Introduce the <<datatype>> attribute representing the AI/ML capability e.g. named as  AIML_capability as The attribute is aproperty of any AI/ML MnS Producer or any function that has or contains AI/ML entiy e.g. for any AI/ML inference function, ML testing function or ML training function. The AIML_capability may also be added to the AI/MLEntity, and 
-	The attribute for the AI/ML capability will as such have three attributes
-	An attribute for the managed object: This is conditionally mandatory as either the object or the object type should be stated. It is mandatory if the managed object type is not included.  
-	An attribute for the managed object type: This is also conditionally mandatory as either the object or the object type should be stated. It is mandatory if the managed object is not included.  
-	An attribute for the configurable attributes on the managed object or managed object types:  This is optionalas it only applies for decisions and not for analysis type capabilities.
-	An attribute for the metrics: This which includes either the performance for the decision or the analyses metrics or context should be mandatory.
[image: ]
Figure 5.8.4-1: AI/ML capability request and report 
[bookmark: _Toc112652524]5.8.5	Evaluation
The solution described in clause 5.8.4 adopts the NRM-based approach, which reuses the existing provisioning MnS operations and notifications. Moreover, the solution enables reuse of the Discovery MnS to discover both the AI/ML functionality and their capabilities. Introducing the AI/ML_capability <<datatype>> enables a working solution with or without the discovery MnS. Via the discovery MnS this AI/ML_capability will be the returned outcome and without the discovery MnS, the consumer can instead read this AI/ML_capability attribute off the MOI.
Therefore, the solution described in clause 5.8.4 is a feasible solution.
[bookmark: _Toc74058889][bookmark: _Toc112652525]5.9	AI/ML update management 
[bookmark: _Toc112652526]5.9.1	Description
Due to the complexity and time-varying nature of network, the AI/ML entities previously deployed may no longer be applicable to the current network after running for a period of time. Typically, the performance of a trained model may degrade over time. The AI/ML entitie needs to be updated timely to ensure the performance of inference and analysis. 
[bookmark: _Toc112652527]5.9.2	Use cases
[bookmark: _Toc112652528]5.9.2.2	AI/ML entities updating initiated by producer
The AI/ML entity updating may be initiated by the AI/ML MnS producer. In order to keep the model at a requested level, the AI/ML MnS producer may periodically conduct AI/ML retraining with new available training data. Once a new version AI/ML entity is obtained after the training is finished, it can be used to update the current AI/ML entity with this new version. In another condition, the AI/ML MnS producer may initiate AI/ML entity updating based on the running model performance. For example, if the performance of the running AI/ML model is decreased under a predefined threshold, the AI/ML MnS producer may decide to start ratraining and then update the AI/ML entity to a new version which performs better.
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[bookmark: _Toc112652529]5.9.3	Potential requirements
REQ-AIML_UPD-CON-1: The AI/ML MnS producer should have a capability to update the AI/ML entities and inform an authorized consumer about the update status.
[bookmark: _Toc112652530]5.9.4	Possible solutions
[bookmark: _Toc112652531]5.9.4.1	Possible solution#1
Following is the proposed solution based on information model defined in TS 28.105 [2]. 
-	Extend the AIMLEntity <<dataType>> with an attribute "updatedTime", which indicates the time that the AI/ML entity is updated. For a trained AIMLEntity, the value of "aIMLEntityVersion" indicates the version number of the AI/ML entity. When the AI/ML entities updating is initiated and successfully excuted, the value of "aIMLEntityVersion" is modified to be the new version number, and the value of "updatedTime" is the time that the updating is finished. Then AI/ML MnS producer can use the "notifyMOIAttributeValueChange" operation to inform the authorized MnS consumer about the AIML update Status including the updated AIMLEntity version number and the corresponding updating time.
[bookmark: _Toc112652532]5.9.5	Evaluation
TBD.
[bookmark: _Toc112652533]5.10	AI/ML configuration management for RAN domain ES
[bookmark: _Toc112652534]5.10.1	Description
At the beginning of the AI/ML enabled function operation, enabling the AI/ML entities should be controlled by AI/ML management. As described in clause 4.7 in TR 28.813[3], RAN domain ES can use AI to formulate energy saving solutions. Therefore, the AI/ML entities which enabled RAN domain ES function should be controlled by AI/ML management. The AI/ML entity configuration need to be triggered to enable RAN domain ES function. The AI/ML entity configuration can be initiated by the AI/ML MnS consumer or initiated by the AI/ML MnS producer.
[bookmark: _Toc112652535]5.10.2	Use cases
[bookmark: _Toc112652536]5.10.2.1	AI/ML entity configuration initiated by consumer
The AI/ML entity configuration may be initiated by the AI/ML MnS consumer of Cross domain management. AI/ML MnS Consumer monitor network performance and determine whether to trigger the AI/ML entity configuration. For example, for ES purpose, AI/ML MnS Consumer collects the information of the capacity booster cells and coverage cells inside the RAN domain area, then makes the decision for activation AI/ML entity, e.g. for enabled RAN domain ES function, consumer can configure the training/retraining activation at training phase, policy, target and activation for inference phase etc. In this case, the consumer can trigger the AI/ML entities so as to get better network performance.


[image: ]
Figure 5.10.2.1-1: AI/ML entity configuration initiated by consumer
[bookmark: _Toc103780467][bookmark: _Toc112652537]5.10.2.2	AI/ML entity configuration initiated by producer
The AI/ML entity configuration may be initiated by the AI/ML MnS producer. AI/ML MnS producer can determines whether to trigger AI/ML entity configuration based on network performan and service requirements. For example, after receiving an RAN domain ES requirement, the AI/ML MnS producer can decide to trigger training of the AI/ML entity, e.g. RAN domain ES function. In this case, the AI/ML MnS producer responsible for AI/ML management shall have a capability to trigger the AI/ML entities and inform an authorized consumer about the AI/ML entity status.

 
[image: ]
Figure 5.10.2.2-1: AI/ML entity configuration initiated by producer
[bookmark: _Toc112652538]5.10.2.3	Enabling partial activation of AI/ML capabilities
[bookmark: _Hlk111554150]TR 28.908 describes that a network or management function that applies AI/ML to accomplish specific tasks may be considered to have one or more AIML capabilities as either of a decision-making capability or an analysis capability. For a given AI/ML inference - function, first, it is very difficult to “predict” the benefits and to quantify such benefits of using AI/ML capability in a given context of operational network, before using it. Secondly, testing the AI/ML capabilities using test data does not give a “full picture” on how the AI/ML model will impact the network once it is activated in operational environment. For example, the testing  may provide the insights on the accuracy of the AI/MLEntity that can be expected once the AI/MLEntity is deployed and activated.
As such it is necessary to ensure that AI/ML capabilities that are being activated in operational network will bring the benefits and will not further deepen existing network performance problems. Moreover, it is important to provide means to check which particular AI/ML capabilities are beneficial to be activated in a given context of operational network. Correspondingly, the AI/ML inference MnS producer may provide different steps through which the capabilities of its constituent MLEntities may be activated. These abstraction of the scope of the MLEntities may be called Abstract activation steps.  For example, for such Abstract activation steps, the AI/ML inference MnS producer may support that only a subspace of its scope is activated e.g. to only a part of the geography of its cells and not the whole city or only a certain period (say between 18:00 and 6:00) and not the entire time.  Together, these imply that it is important to ensure that the AI/ML MnS consumer has a finer control on AI/ML capabilities activation and de-activation.
[bookmark: _Toc103780468][bookmark: _Toc112652539]5.10.3	Potential requirements
REQ-AIML_Config-CON-1: The AI/ML MnS producer should have a capability to allow the authorized consumer to trigger AI/ML training capability and inference capability configuration.
REQ-AIML_Config-CON-2: The AI/ML MnS producer responsible for AI/ML management shall have a capability to configure the AI/ML training capability and inference capability and inform an authorized consumer about the AI/ML configuration status.
[bookmark: _Hlk112072936]REQ-AI/ML_ACT-1 the AI/ML inference MnS producer shall have a capability to allow an authorized MnS consumer to partially or gradually activate the AI/ML capabilities of a producer of AI/ML inference through set of abstract activation steps. 
REQ-AI/ML_ACT-2 the AI/ML inference MnS producer shall have a capability to allow an authorized MnS consumer to activate the AI/ML capabilities of an AI/ML inference producer for a specified sub-scope of the applicable expectedruntimecontext of the AI/ML inference producer. 
REQ-AI/ML_ACT-3 the AI/ML inference MnS producer shall have a capability to allow an authorized MnS consumer to partially or gradually deactivate the AI/ML capabilities of a producer of AI/ML inference through set of abstract activation steps. 
REQ-AI/ML_ACT-4 the AI/ML inference MnS producer shall have a capability to inform an authorized MnS consumer of the sub-scope for which the new AI/ML capabilities have been activated. 
[bookmark: _Toc103780469][bookmark: _Toc112652540]5.10.4	Possible solutions
TBD
[bookmark: _Toc112652541]5.10.5	Evaluation
TBD
[bookmark: _Toc112652542]5.11	Orchestrating AI/ML Inference 
[bookmark: _Toc112652543]5.11.1	Description
A network automation system may involve or apply multiple AI/ML-enabled functions or AI/MLEntities each of which only has a limited view of the network scope. For their effective operation, it may be necessary to apply orchestration mechanisms (be it centralized or otherwise) to orchestrate both the execution of the AI/ML-enabled functions as well as the execution of the actions recommended by the AI/ML-enabled functions.
[bookmark: _Toc112652544]5.11.2	Use cases
[bookmark: _Toc112652545]5.11.2.1	Knowledge sharing on executed actions 
The actions and effects of AI/ML enabled functions cannot be known apriori since they are based on the learnings of the AI/ML enabled function. An AI/ML enabled functions may learn to optimize one set of paratemers but its actions may impact another function. In that case mechanisms are needed to counteractor minimize th negative impacts of actions of one AI/ML enabled function on any other network function.
When an AI/MLEntity A executes an action on the network, that action may affect other network functions. Most critical is that those actions may affect the learning environment (i.e. the training data) of another AI/MLEntity, say AI/MLEntity B. Correspondingly, the AI/MLEntity B needs to be informed when such actions are taken by any AI/MLEntity A.
[bookmark: _Toc112652546]5.11.2.2	Knowledge sharing on impacts of executed actions 
AI/ML inference functions are able to adjust to adjust their behavior depending on context and on all the information they receive. When an AI/ML function A executes an action on the network that affect other network functions, the AI/MLEntity in function A may be able to adjust its behavior to minimize its impact on the other network functions if such an AI/MLEntity is informed of its impact on the other network functions. To account for such impacts, the network functions that are affected or the 3GPP management system, needs to inform the AI/MLEntity in function A of the observed impacts of the action of the AI/MLEntityin function A on the other network functions. 
In otherwards, it is necessary that when an action is taken by AI/MLEntity in function A, after an appropriate interval (specific to either A or B as may be needed), the network function B (and the other network functions that notice impacts on their metrics or input data) should report their metrics to A. Correspondingly, AI/MLEntity in function A may aggregate the reported observations with its own metrics to evaluate the global effect of its actions. In doing so, AI/MLEntity in function A is able to learn the best actions that concurrently optimize it’s (A’s) objective(s) and also minimize the effects on the peers.
The report from B to all may contain values on known KPIs and metrics, e.g. those standardized in TS28.552 and TS28.554.


Figure 3 Distributed coordination of Cognitive Functions
[bookmark: _Toc112652547]5.11.2.3	Abstract information on impacts of executed actions
In a multivendor environment, the KPIs semantics differ and KPIs that measure one event may be named and computed differently by two vendors.  e.g. the Handover rate (H) could be Handovers per user per unit time or Handovers per cell per unit time. Consequently, there is no guarantee that the exchanged KPI or metric values as described in clause 5.C.2.2. will be interpretable by the AI/MLEntity A when it receives that metric.
Instead, it is better when the AI/MLEntity B expresses its level of dissatisfaction or impact of the action that was taken by AI/MLEntity A. The level of dissatisfaction or impact may be expressed in terms of an Action Quality Indicator (AQI) that is a generic measure that uses a fixed scale to quantify the effect of one function on another. This is similar to the way the Composite Available Capacity (CAC) was specified for cell load to communicate used vs. available cell capacity among cells from different vendors and with different total resources.
For the AQI, if AI/MLEntity A takes an action, its effects on the peers will range from an extremely negative impact, e.g., like Mobility Load balancing causing too many mobility related Radio Link Failures; through mild effects that are insignificant (like MLB causing a few handover ping pongs) and to very positive effects (like MRO unexpectedly removing overload in a cell). Consequently, a simple linear measure can easily be used to capture these effects.


Figure 5.11.2.3-1: Multi-vendor coordination of AI/ML-enabled network automation functions
[bookmark: _Toc112652548]5.11.2.4	Triggering execution of AI/ML inference functions or AI/MLEntities
A network automation system may involve or apply multiple AI/ML-enabled functions or AI/MLEntities. These MLEntities may not not conflict with one another but may focus on only a subset of the problems and may propose changes that are suboptimal since each focuses on only a subpace of the network control parameters. It is many times the case that the individual AI/MLEntities do not know the expected end-to-end performance of the network, i.e. the AI/MLEntities need to be explicitly called to act by an entity which has a wider view of the network problems and the capabilities of the AI/MLEntities. For example, consider the distributed AI/ML inference functions (i.e. those instantiated within the gNB) with effects across multiple managed objects such as interference management which may impact multiple cells. Such AI/ML-inference functions may not be able to have a wider view of the network state. As such, a centralized controller (i.e., a controller that with a wider and common view to the set of managed objects) is needed to control and coordinate both centralized and distributed AI/ML inference functions. Specifically, the controller may (based on received network data and analytics insight):
-	diagnose multi-KPI network problem(s) to identify the nature of the problem, and 
-	receive the capabilities of the available AI/ML inference functions either directly from the AI/ML inference functions or from a Capability Library that acts as a registry to which the capability of each NAF is added each time a new NAF introduced into the system, and
-	evaluate the capabilities of the AI/ML inference functions to identify the best (set and sequence of) AI/ML inference functions to address the identified problem(s), and
-	trigger the AI/MLEntities to act, providing at trigger time any required extra generalized or specific information. 
[bookmark: _Toc112652549]5.11.2.5	Orchestrating decisions of AI/ML inference functions or AI/MLEntities 
Given the multiple MLEntities which may differ in terms of source vendors and behavior characteristics, the operator may not find it appropriate to grant access to the network to all the different AI/MLEntities (both for security and operability reasons). 
In that case, there is a need for an orchestration functionaliy that takes responsibility for the end-to-end performance of the Autonomous Network and that supervises the AI/MLEntities to guarantee the end to end performance. The orchestration functionaliy receives the recommendation changes from the AI/MLEntities, evaluates the proposed changes and their likely effects, decides the changes that should be executed on the network (e.g. to minimize concurrent changes on the same network resources) and informs the AI/MLEntities of the respective feedback related to their recommended actions. The orchestration function may also (re)configure the ai based on the oberved effects of the actions of the AI/MLEntities (e.g. to redefine the control parameter space of the individual AI/MLEntities). In either cases, the orchestration function may rely on network states analytics functions which may provide insights that characterize the state of the network into specific states. Such insights may for example characterize whether the network is experiencing low traffic states or anomaly states. 


Figure 5.N.1: Orchestrating AI/ML 
[bookmark: _Toc112652550]5.11.3	Potential requirements
REQ-ML_ORCH-1: The AI/ML inference MnS producer should have a capability to inform an authorized consumer (e.g., another AI/ML inference function) of actions undertaken by the producer of AI/ML inference 
REQ-ML_ORCH-2: The AI/ML inference MnS producer should support the capability to request a producer of AI/ML-Action-evaluation (e.g., another AI/ML inference function) to evaluate one or more actions undertaken by the producer of AI/ML inference 
REQ-ML_ORCH-3:  The AI/ML inference MnS producer should support the capability to specify to the producer of AI/ML-Action-evaluation (e.g., another AI/ML inference function) requested to evaluate one or more actions undertaken by the producer of AI/ML inference the timing within which the consumer should report the observed effects of that evaluated actions
REQ-ML_ORCH-4: The AI/ML inference MnS producer should support the capability for to report the metrics of another AI/ML inference MnS producer that are affected by the one or more actions undertaken by a specific AI/ML- inference producer.
REQ-ML_ORCH-5: The AI/ML inference MnS producer should support the capability to report an Action Quality Indicator as the abstraction of the impacts of the one or more actions undertaken by a specific first AI/ML inference producer on a specific metric of the first AI/ML inference producer.
REQ-ML_ORCH-6: The 3GPP Management system should have a capability for an authorized consumer to configure a producer of AI/ML Orchestration to monitor recommendations of multiple AI/ML inference functions and decide on the appropriate recommendation to activate on the network.
[bookmark: _Toc112652551]5.11.4	Possible solutions
TBD.
[bookmark: _Toc112652552]5.11.5	Evaluation
TBD.
[bookmark: _Toc103780463][bookmark: _Toc107770165][bookmark: _Toc112652553]5.12	Coordination between the AI/ML capabilities 
[bookmark: _Toc112652554]5.12.1	Description
For AI/ML in 5GC or RAN, the AI/ML capabilities in 5GC or RAN may be needed to coordinate and possibly other aspects in order to improve the overall performance. 
Typically, due to the collected data used for model training/inference for 5GC or RAN, performance of a model in 5GC or RAN may be biased in some respects. On the other hand, the 3GPP management system collects data of longer range and from a wide scope of RAN nodes/5GC, which as a consequence implies that the prediction will be unbiased towards the overall RAN nodes/5GC. However, 3GPP management system prediction may lack insight of patterns related to specific node or finer granularity of time. Hence with coordination or alignment of the AI/ML capability between 5GC/RAN and 3GPP management system, the overall performance may be improved.
To enable the coordination between the AI/ML capabilities, the configuration (e.g., a triggering condition, i.e., when a result is needed from the RAN analytics to MDA) may be needed. On the other hand, the result of the coordination may be communicated towards the consumer(s) and hence there is a need to enhance the reporting in order to capture the deviation of predictions (and / or the related context) so the consumer can gain a better understanding regarding the coordination of AI/ML capabilities.
[bookmark: _Toc112652555]5.12.2	Use cases
[bookmark: _Toc112652556]5.12.2.1	Alignment of the AIML capability between 5GC/RAN and 3GPP management system 
Generally, the typical data from 5GS data is measurements (PM, KPI), which maybe be modeled as “time series data” and the analytics of “time series data” is normally to learn the seasonality, trend, etc., patterns. There is different type of seasonality patterns, e.g., daily, weekly, monthly, seasonally, annually, etc., patterns. A RAN node collects finer granularity data for short duration. The finer seasonality pattern will be well captured in a timely manner, while the 3GPP management system with longer range of data (which is more aggregated) will more accurately capture the higher level of seasonality patterns. Hence, combing the analytics results from RAN, 5G core and 3GPP management system or between RAN and 5G core may improve the accuracy for overall predictions.
On another matter, the data collected from one RAN or 5G core node would tend to be biased for that specific RAN node or NF, which implies that the prediction with the data learned and inferred will tend to be biased for that specific node. On the other hand, the 3GPP management system collects data of longer range and from a large amount of different RAN nodes or NFs, which as a consequence implies that the prediction will be unbiased towards the overall RAN nodes or 5G core area. Hence combining the results from both the RAN or 5G core and 3GPP management system, or between NWDAF and RAN may also improve the overall predictions accuracy (and mitigate the bias). 
[bookmark: _Toc112652557]5.12.3	Potential requirements
REQ-AIML_COORD-01:	3GPP management system shall have the capability to allow an authorized consumer to configure an AI/ML capability regarding the correlation of predictions between MDAS and RAN function, or MDAS and NWDAF.   
REQ-AIML_COORD-02:	3GPP management system shall have the capability to report the result of correlation of predictions between MDAS and RAN function, or MDAS and NWDAF.   
[bookmark: _Toc112652558]5.12.4	Possible solutions
TBD.
[bookmark: _Toc112652559]5.12.5	Evaluation
TBD.
[bookmark: _Toc112652560]5.13	AI/ML entity re-training
[bookmark: _Toc112652561]5.13.1	Description
TBD.
[bookmark: _Toc112652562]5.13.2	Use cases
[bookmark: _Toc112652563]5.13.2.1	Producer-initiated threshold-based AIML Retraining 
The performance of the AIML entity depends on the commonality of the distribution of the data used for training and the distribution of the data used for inference. Typically, the model performance would be good soon after deployment. This is because the chances of the distributions of the data used for training and the samples picked for inference are same. As the time progresses, the distribution of the network data might change as compared to the distribution of the train data. In such scenario, the performance of the AIML entity degrades over time. Hence there is a need for monitoring the network counters and thresholds such as PMs, KPIs, alarms etc and use this information in the producer to decide on the retraining.
[bookmark: _Toc112652564]5.13.2.2	Efficient AI/ML entity re-training 
During inference phase of AI/ML entity, a lot of potentially new data samples are processed and some of them are useful for a re-training and should therefore be labelled and added to the training set. However, using all inference data samples for retraining generates a high effort for data labelling, data provision (signalling) and model training, and this effort is not feasible in environments with limited resources. 
In the case that re-training/model adaptation is performed at the entity with low processing power or limited energy the amount of data used for re-training and the time needed for model to converge towards the maximum performance is critical and needs to be minimized. 
In order to optimize the re-training, it is necessary to reduce of the number of training samples, by extracting the most supporting data samples for re-training from all data samples (pool samples) that have been used for inference. 
[bookmark: _Toc112652565]5.13.3	Potential requirements
REQ-AIML_RETR-CON-1: The AIML MnS producer shall have the capability of allowing an authorized AIML MnS consumer to provide the counters and thresholds to be monitored to trigger the retraining of an AIML entity.
REQ-AIML_RETR-CON-2: The AIML MnS producer shall have the capability of allowing an authorized AIML MnS consumer to update the AIML entity with the data counters and thresholds to be monitored to trigger the retraining of that AIML entity.
REQ-AIML_RETR-CON-3: The 3GPP management system shall have a capability for the AI/ML training producer to request from the AI/ML inference producer the most supporting data samples for re-training from all data samples (pool samples) that have been used for AI/ML inference.
REQ-AIML_RETR-CON-4: The 3GPP management system shall have a capability for the AI/ML inference producer to provide to the AI/ML training producer the most supporting data samples for re-training.
[bookmark: _Toc112652566]5.13.4	Possible solutions
TBD.
[bookmark: _Toc112652567]5.13.5	Evaluation
TBD.
[bookmark: _Toc112652568]
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