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[bookmark: foreword][bookmark: _Toc100760757][bookmark: _Toc104193493][bookmark: _Toc104193587][bookmark: _Toc104193625]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
[bookmark: introduction][bookmark: _Toc100760758][bookmark: _Toc104193494][bookmark: _Toc104193588][bookmark: _Toc104193626]Introduction
This technical report is to study on Network and Service Operations for Energy Utilities.
[bookmark: scope][bookmark: _Toc100760759][bookmark: _Toc104193495][bookmark: _Toc104193589][bookmark: _Toc104193627]
1	Scope
The present document  considers SA1 service requirements introduced by the SEI work item related to telecom management. [2][3] This feasibility study identifies use cases and requirements for exposing capabilities of the 3GPP management system to external energy utility service providers. The study further considers how management capabilities or what information can be provided to mobile network operators by the external energy utility service providers.  The study will consider both energy utility use cases and requirements. The study of FS_NSCE [4] can be considered for the technical investigation. 
[bookmark: references][bookmark: definitions][bookmark: _Toc2086436][bookmark: _Toc100760760][bookmark: _Toc104193496][bookmark: _Toc104193590][bookmark: _Toc104193628]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 22.104: "Service requirements for cyber-physical control applications in vertical domains".
[3]	3GPP TS 22.261: "Service requirements for the 5G system".
[4]	3GPP TR 28.824: " Study on network slice management capability exposure"
[5]	IT Process Wiki – The ITIL Wiki:. https://wiki.en.it-processmaps.com/index.php/ITIL_Service_Operation  Content is available according to Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Germany License. Access 08.12.21.
[6]	3GPP TR 22.867: "Study on 5G smart energy and infrastructure"
[7]	Connected Nations 2020, UK Report, Ofcom. https://www.ofcom.org.uk/__data/assets/pdf_file/0024/209373/connected-nations-2020.pdf Access 20.4.22.
[8]	Telecom Services Security Incidents 2019 Annual Analysis Report, ENISA European Agency for Cybersecurity, July 23, 2020. https://www.enisa.europa.eu/publications/annual-report-telecom-security-incidents-2019 This publication is intended for information purposes only and is accessible free of charge. Reproduction is authorised provided the source is acknowledged. Access 20.4.22.
[9]	DIRECTIVE (EU) 2019/ 944 OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL - of 5 June 2019 - on common rules for the internal market for electricity and amending Directive 2012/ 27/ EU (europa.eu)
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32019L0944&from=EN
[10]	IEC TC 57 https://www.iec.ch/ords/f?p=103:7:511571509228708::::FSP_ORG_ID,FSP_LANG_ID:1273,25
[11]	3GPP TR 22.867: "Study on 5G smart energy and infrastructure".

[bookmark: _Toc2086437][bookmark: _Toc100760761][bookmark: _Toc104193497][bookmark: _Toc104193591][bookmark: _Toc104193629]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc2086438]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc2086439]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc2086440]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>
[bookmark: clause4]
4	Overview
4.1	General
The delivery of energy must occur with extreme levels of availability. Reliability is crucial in this domain, for regulatory, business and public health and safety requirements. To achieve this reliability, a range of ‘smart energy services’ are employed by the energy system. These services, largely standardized by IEEE and IEC, require communication. As greater degrees of efficieny, resiliency, responsiveness and other capabilities are sought in the generation and delivery of energy, more and more communications services are required by the energy sector. 
There are many options for delivery of communication services today – power line communications, fiber optics, fixed networks, microwave transmission, satellite communications and mobile telecommunications. The appropriate means, or rather mix of communications services, depends on several factors including the location, the possibility of leveraging existing assets (e.g. power lines,) and the ‘total cost of operations,’ and the properties of the communication service.
 To the extent that the 3GPP system can provide services that meet the needs of the energy sector, telecommunications will be an increasingly important part of the technical ecosystem by which energy is delivered.   
The stage 1 feature ‘Smart Energy Infrastructure’ includes service requirements that will be considered further, in detail, in this study. In particular, 3GPP TR 22.867 identified requirements for specific standardized capabilities that allow a utility operator to obtain information from an operator’s network, and to share information with the operator. This information all serves to improve the realized availability of energy system services. 
The energy utility service provider needs information regarding outages and performance degradation of the communication system, as it may be possible for the energy utility service provider to reactively or even proactively establish and use an alternative means of communication. Changes in the configuration of the network may also impact the energy utility service provider. Finally, the energy utility service provider can share information with the MNO in order to facilitate rapid diagnosis and recovery from performance problems and energy supply interruptions.
Another reason that energy utilities are an important sector for 3GPP is that telecommunications network operations themselves require energy. The relationship is bi-directional: MNOs require energy services, and energy utilities require communication services. This demands a particular risk management be undertaken by both systems, especially in the event of an energy outage. This feasibility study will consider how energy utility service providers and MNOs can exchange information in a standardized format related to an energy service interruption and how to resolve such energy service interruptions efficiently.
[bookmark: _Toc100760762][bookmark: _Toc104193498][bookmark: _Toc104193592][bookmark: _Toc104193630]5	Concepts and Overview 
[bookmark: _Toc104193499][bookmark: _Toc104193593][bookmark: _Toc104193631]5.1	Energy Service is Critical for Telecommunications Service Availability 
It is important to note that energy outages are one of the principal factors that in telecommunication service availability failures. 
Ofcom analyzed service outages between September 2019 and August 2020 in the UK and found that power cuts were the #2 most common causes of telecommunications failure incidents during that period. [X]  
ENISA analyzed European data and found that in 2019, the second most common cause of telecommunications service failure were power cuts. " Power cuts are the second most common detailed cause: Overall, independent from the underlying root cause, power cuts are either a primary or a secondary cause in over a fifth of the major incidents." [Y]
Governments in each country settle requirements for reporting of failure of power grid. In some cases, the the consumer can claim economic compensations due to caused damage.
As a common principle in all countries worldwide, a state autority is responsible to report failures on a yearly basis in the power grid but deviations do exist.
The telecom network can be impacted by external factors, specifically by the power grid.  If there is a failure in the grid, then the faulty part needs to be disconnected to avoid risk for fire or human injuries due to short circuit. Further, the telecom network requires electricity and has a limited capacity to operate without energy from the power grid.
The telecom network can be impacted due to internal power system failure at the site. This can be a short circuit or damaged batteries.  This is part of telecom operator’s incident management or fault management system and out of scope of this study.
The startup of electrical power grid can be cumbersome. As common a top-down approach is performed in centralized energy distribution system. However, in future a bottom-up approach may be the best alternative, since some of the micro grids may still work to the extent that they can operate autonomously. Detailed assessment of micro-grids is outside the scope of this study.
Each country sets their own requirements and regulations for the energy sector and telecom sector operating in that country. It is common for there to be the following regulation:
· Telecom act is controlling the telecom regulation. This is setting requirement for how the telecom service in the country is handling. This can include reliable operation. 
· Energy act is controlling the energy regulation
Disaster act is giving guidance when major problem is impacting the countries.Network Operators do have backup system installed at site since they are operating a mobile network 24/7. There can be external power failure and then the backup system can have internal problem or limited capacity. 

[bookmark: _Toc100760763][bookmark: _Toc104193500][bookmark: _Toc104193594][bookmark: _Toc104193632]6	Business use cases and potential requirements
[bookmark: _Toc104193501][bookmark: _Toc104193595][bookmark: _Toc104193633][bookmark: _Toc100760764]6.1	Business use case: DSO obtains network performance and outage information, current practice
[bookmark: _Toc104193502][bookmark: _Toc104193596][bookmark: _Toc104193634]6.1.1	Description
Motivation
When there is an electrical outage, the electrical service operator strives to restore service as quickly as possible. There are several reasons for the need for rapid recovery from an interruption of electrical service:
-	In some countries, regulations require rapid recovery and penalize an Energy Utility service provider for any time in which services does not operate. For example, at the least, in many countries customers do not have to pay for electrical service when it is not available.
-	Interruptions in electrical service can be expensive, as businesses often require electricity for operations, manufacturing and to properly store valuable products. Thus, electrical outages can translate directly into business losses (of productivity or inventory.) 
-	Power outages for hospitals and care facilities can result in harm or even death to patients.
NOTE 1: 	Regulations identify 'critical' electricity customers which are obliged to install and maintain secure sources (e.g. local generators.) Public mobile network operators in some cases are not covered by these regulations. Further, public mobile network operators are generally not considered 'critical' electricity customers by regulation, so Energy Utility service providers cannot prioritize service to these customers.
-	Electrical service outages affect many customers, so failure of service is not comparable in terms of business consequences to outages of mobile telecommunication service to a single customer.

For this reason, there are regulations that make energy service availability the highest priority. In order to achieve this, Smart Energy services such as protection, SCADA and Distribution Automation are used to monitor and adjust distribution equipment to avoid incidents that would reduce energy service availability.
As a point of comparison, a fiber optic access has an avialiability of at least 99.999%. Telecommunication systems may not achieve this level of service availability. Since telecommunications offers an alternative to fixed fiber optic access, additional means to achieve high degrees of availability are essential to the DSO.
Editor's Note: A reference for the availability of fiber opetic access will be added.
Background
To achieve extreme telecommunication serivce availability, it is currently not feasible to rely on a single telecommunication network. Instead, DSOs networks employ communication access equipment that have multiple USIMs. If one telecommunication service provider is not available, the second can be used. However, this arrangement ('failover') is insufficient, as it requires in practice 2 minutes or more to bring up a secondary USIM and register with a back up network.
NOTE 2: 	An electrical service operator is a more general term than a DSO. For the purpose for the purpose of the use case, the term DSO is more appropriate, while the more general term is applicable to the motivation above.
To prevent an outage that will last an hour or more, Distribution Automation must be used to intervene in the first minutes, ideally in the first seconds, in which an outage occurs. The following examples show two outages and can be considered characteristic of the prospects of resolution in most situations.
Editor's Note: A definition for the term 'Distribution Automation' will be added.
In Figure 1, an incident affecting an underground Medium Voltage (MV) line eliminated service to 4223 customers. The existence of DA in secondary substations along the line allowed the fault to be isolated quickly and then resolved. This dramatically reduced the service outage duration for a substantial number of customers. A few customers that were along a line without DA access required local operation that took more than one hour. (The time scale on the X axis is not to scale.)
 
[image: ]
Figure 1: Incident Example
Over 50% of the customers could have their service restored in 3 minutes. Another 40% of the customers had their service restored in under 10 minutes. The remaining roughly 10% of the customers required manual intervention in order to have their service restored. The rapid service restoration saved EUR 1000s in saved penalties as well as needing only one service truck to roll.
In Figure 2, another example, another MV line was damaged, again showing a complication of a line that did not offer the possibility of DA intervention.
[image: ]
Figure 2: Incident Example featuring a time consuming recovery for a minority of customers
This incident affected 5292 customers. The outage lasted 7 hours but it can be observed that most of the customers could have their service restored within the first minutes due to remote access to primary and secondary substations and intervention using DA. In this incident, EUR 10000s could be saved.
Considering the importance of rapid response during a power outage, it is important that the communication facility is available at the time of an outage. If communication failure only is ascertained during an incident, the outage duration can be extended significantly for most of the affected customers.
In order to improve availability, some DSOs use dual USIM UE deployments. In practice, it takes on the order of 2 minutes to bring up service on an alternate mobile network. These minutes, if they coincide with an outage, are expensive both in terms of penalties and in terms of problems faced by customers during the outage. This also uses up roughly half of the ‘downtime budget’ of 99.999% availability (5 minutes per year unscheduled downtime maximum.)
Communication links are tested, e.g. every minute by means of ping messages end to end, to identify availability and latency. The effective availability of 3GPP telecommunications networks observed in practice can be more like 98.5% (where availability means ability to achieve communication with the expectations of performance according to the service level agreement. While this is far below the levels we expect from 5G and that we cite in stage 1 requirements, the fact is that observations of performance of past generations indicate that in order to achieve the target availability, information is needed.
NOTE 3: 	The actual availability of mobile network services is not exposed to energy utility service provider (customers), nor is the cause of the availability limit, e.g. limited capacity, radio quality issues, etc. This makes it difficult for energy utilities to perform risk assessment and network planning for communication services to carry their smart energy services.
Editor's Note: A reference for the stage 1 requirements for availability will be added.
[bookmark: _Toc104193503][bookmark: _Toc104193597][bookmark: _Toc104193635]Communication performance failure, based on extensive field experience, can be correlated with network performance events. Network performance can be compared to historic information indicating failures. In this case when communication with a ‘primary’ PLMN shows signs of declining performance, an ‘alternate’ communication channel can be employed, e.g. registration with another PLMN for a multi-USIM device. This action can be performed proactively, so that in the event that the ‘primary’ communication session does fail to deliver required performance, recovery can occur quickly (within seconds) to the ‘alternative’ communication session.6.1.2	Details
There is currently no mechanism to convey network or services status from the MNO to the DSO. While the DSO can access real information from their CPEs (radio module or connectivity state, e.g.), no information comes from the MNO. Thus, in case service failure is happening in an area, the DSO can just infer this situation through a qualified guess.
DSOs have alternative telecommunication connectivity possibilities in any given site. This connectivity can be provided by private networks (different to the MNOs’), or can be provided via alternative MNOs (another CPE in the same site; several SIM cards in the same CPE; etc.). Many of the sites where DSOs need connectivity are mission critical; this means that the service must be highly available. If the DSO is forced to use a standard MNO service, with no specific availability target, and no mechanism to know that service may be failing in an area, the DSO will not rely in MNO services and will develop alternative telecommunications infrastructure that will eventually make MNOs’ services unnecessary.
The MNO has information on the state of its infrastructure. From the Core to the Radio Access Network, and through the different intelligent elements that make the 3GPP standards-based MNO network provide their services, the MNO can tell which network or service parts may be showing a degraded performance or potential unavailability. This information will enhance the MNO service visibility for specific user groups that may benefit from this, while making sure that some of them do not develop alternative solutions they can fully control.
Between the complete lack of information today, and the total control that MNO have of their network infrastructure, and that eventually may reach all the services provided to their customers, there is room to find added value service status information for specific user groups.
Use case actors
DSO network operations center engineer:	The DSO operations engineer is responsible for deploying monitoring and control mechanisms in the network. The DSO operations center engineer determines how to control and configure the network for resiliency, e.g. when and how to switch between different accesses to maximize availability.
DSO electrical system operations center engineer: This actor is responsible for maintaining availability, efficiency and safety of the energy system.
Use case service flow
0.	The energy system is monitored and managed by the electrical system engineer. It relies upon the network.
1.	The DSO network operations center engineer deploys monitoring and control mechanisms to determine when a telecommunications network is not available. 
2.	There is no standard way to obtain network availability or performance information, so the DSO network operations center engineer must rely upon 'over the top' monitoring processes. In order to ensure that these monitoring processes do not use a significant amount of the communications capacity, the monitoring relies on periodic probes, e.g. ICMP messages ('pings') every minute. This is a very 'coarse grain' monitoring process, since a failure or performance degradation may take a significant amount of time to detect.
3a.	The DSO network operations center engineer may manually trigger or set up a configuration that will automatically trigger a switch between one telecommunication network to a back-up communication access. 
3b. The DSO network operations are not successful because insufficient information was available to the network operations center so the network fails before fail-over can occur, i.e. for more than 2 minutes. This means that the fail-over occurs during a time in which no communication is possible. This results in a network failure visible to the energy system engineer who requires communication for smart energy services. If a fault or protection problem for example occurs in that time the failure can cause damage to the energy system, inefficiencies and even outages. Especially if control is needed (e.g. critical SCADA) during this time frame, a serious energy system outage could occur.
Service flow result
Since the information that the DSO operations center engineer relies upon is of coarse granularity, there is a high likelihood that performance degradation or failure will be detected after several seconds from the point when they occurred. This extends the period of time in which communication service will be inadequate or unavailable before a secondary communication access can be made available. This reduces the availability of the energy system because, should an energy outage or instability occur during the time in which there is no communication possible, or inadequate performing communication this will lead to an energy service outage as described above.
[bookmark: _Toc104193504][bookmark: _Toc104193598][bookmark: _Toc104193636]6.1.3	Potential requirements
TBD.

[bookmark: _Toc104193505][bookmark: _Toc104193599][bookmark: _Toc104193637]6.2	Business use case: DSO reporting to MNO to resolve problems and incidents, current practice
[bookmark: _Toc104193506][bookmark: _Toc104193600][bookmark: _Toc104193638]6.2.1	Description
Annex A of this document describes two processes, Problem Management and Incident Management. In current practice, these processes require interaction between the DSO and MNO, but the interaction is specialized, entirely depending on the processes of each individual MNO. 
Problems, generally an observed decline or lack of expected service in certain scenarios over a period of time, need to be addressed or they will likely lead to incidents (where service fails completely or degrades so that service levels do not meet agreed key performance indicator objectives). Problem management allows interaction between a service provider and service customer to address longer term issues - such as capacity planning, disaster recovery or, most relevant, analysis of problems to identify their root cause. If the observed problem in the energy utility service provider's network is decisively not the MNO's service and network, this will greatly help the energy utility service provider to diagnose and resolve the problem. If, on the other hand, it is the result of the MNO's service and network, this realization can lead to more rapid response.
Incidents, a service failure, are resolved by means of specific procedures defined by service providers. The goal of the customer and service provider is to resolve incidents as quickly as possible.
It is acknowledged that the specifics of the IT processes for Problem Management and Incident Management are out of scope of 3GPP standards. It is however possible that the diversity of interfaces used to report information and the format of those reports can be standardized in 3GPP.
Since an energy utility service provider has to work with many MNOs, especially if the energy utility service provider operates across national borders, the lack of standards in this area for providing information regarding a problem or incident brings complexity and can delay the resolution process.
Energy utilities have vast deployments of communicating devices in hundreds or thousands of static sites. The communciation status of each of these devices is constantly monitored, especially their availability, but also latency and other performance metrics. This data, currently collected by energy utility service providers to identify problems and incidents in their own networks, could potentially be very useful to mobile network operators. This information is currently not shared by energy utilities with network operators.
NOTE: 	An energy utility service operator is a more general term than a DSO. For the purpose for the purpose of the use case, the term DSO is more appropriate, as it concerns the operation of energy distribution services, while the more general term is applicable to the motivation above. This use case focusses on energy distribution not generation, transmission or consumption. Though each of these energy system components has relevant aspects for 'smart energy,' we focus on distribution, where communication availability is absolutely critical for stability and recovery of service to customers.
[bookmark: _Toc104193507][bookmark: _Toc104193601][bookmark: _Toc104193639]6.2.2	Details
Use case I: Energy System Service Provider Network Problem Report
Problem Management processes, by which the DSO works with the MNO to address such issues as observed erratic or declining performance occurs very infrequently today, with resolution and improvements for processes such as capacity planning and adjustments to service level agreements taking months or years. The opportunities to analyze problems that emerge from time to time in energy utility service provider networks essentially have to be analyzed by the energy utility service providers independently, without cooperation with the MNOs to ascertain the root cause of failure. This network problem discovery, trend analysis and identification of root causes of problems is very labor intensive for energy utility service providers.
Use case actors:
DSO operations center engineer: The DSO operations center engineer analyzes collected information, creates and operates network monitoring tools including alarms, and seeks to identify areas of potential improvement in service delivery.
MNO technical service / account manager: The MNO operations center service representative responds to queries from the energy utility service provider when needed. Such questions may arise when problems emerge, e.g. as network performance or avaialbility appears to decline in the customer's network.
Use case service flow:
1)	Using the DSO operational tools, the DSO operations center engineer gathers and analyzes data, seeking to identify trends that appear threatening to the proper function of the energy utility service provider network.
2)	When such trends are identified, the DSO operations center engineer uses tools to study the details of the potential problem. 
3)	The 'root cause' of the problem may need to be investigated before identifying a potential remedy is possible, or determining how high a priority the mitigation has. It is possible at that time that the DSO operations center engineer contacts the MNO technical service representative with particular questions. The communication between the two organizations is not based on any standard data model - it requires ad hoc consultation which is labor intensive for both the MNO technical service and DSO operations engineers.
Service flow result:
The DSO learns about performance problems in their network. With consultation, it is possible to ascertain whether the issues are also present in the mobile network. This consultation is complicated by the lack of standard ways to exchange management information regarding network problems. The MNO does not benefit from information acertained by the DSO about network performance issues except through these consultations.
Use case II: Energy System Service Provider Network Incident Report
Incident management is triggered when there is a performance incident - either a service is delivered below the service level agreement parameters or there is a service outage. In order to qualify as an 'incident' some parameters may apply (how long it is sustained, how frequently it occurs, etc.) according to the service level agreement, the details of which are out of scope of 3GPP.
When an incident occurs, this triggers processes to end the service performance failure or service outage as quickly as possible. The DSO needs to diagnose the root cause of the incident and take the necessary steps to recover service. To the extent that the service failure is attributed to the mobile network, or the root cause is unknown and could be due to service problems in the mobile network, the DSO works together with the MNO to diagnose the incident and resolve it.
The term 'service desk' represents the service provider contact that is available when incidents occur. The service desk can take many forms and interactions and interfaces are not standardized in current practice.
While resolution is needed on the order of seconds or minutes, communication and collaboration between the DSO and MNO can take much longer, sometimes hours even days. A significant amount of time is needed to describe the incident in terms that enables the MNO to take action. The lack of standards in this area means that the DSO has to identify the reporting formats of each MNO separately, which is labor intensive especially for DSOs that operate across national borders and therefore have large numbers of subscriptions with each operator in each country they operate.
Use case actors:
DSO operations center engineer: The DSO operations center engineer analyzes collected information, creates and operates network monitoring tools including alarms, and seeks to identify areas of potential improvement in service delivery.
MNO technical service desk engineer: The MNO is represented by this actor, whose role is to capture the incident information, analyze the MNO's management system to find corresponding relevant information and to work with the customer who reports the incident and MNO operational staff to resolve the incident if it is indeed an issue in the mobile network.
Use case service flow:
1)	The DSO operational management system indicates a service outage in the DSO network. The DSO operations center engineer analyzes the alarm.
2)	The root cause of the service outage is not clear. The DSO operations center engineer initiates a service desk procedure with the MNO providing service for the network that has a service outage.
3)	The MNO technical service desk engineer gathers information from the DSO operations center engineer, partly through tools provided by the MNO service desk (e.g. web based reporting tools), partly through other forms of communication (phone, messages, etc.)
4)	The MNO technical service desk engineer works with the MNO's operational staff and management tools to identify the corresponding network status. 
a)	Sure enough, there is a service outage in the mobile network corresponding to the service desk 'ticket' initiated by the DSO. 
5a)	The MNO technical service desk engineer informs the DSO operations center engineer of the incident and the expected time until resolution.
6a)	The DSO operations center engineer initiates recovery procedures using a back up access system, if possible, or otherwise works to mitigate the impact of the outage.
b)	Alternatively, the MNO network is functioning as expected - there is no service outage in the mobile network corresponding to the service desk 'ticket' initiated by the DSO. 
5b)	The MNO technical service desk engineer informs the DSO operations center engineer that the incident is not related to MNO network performance degradation or service failure.
6b)	The DSO operations engineer continues to work to identify the root cause of the failure, excluding the mobile network as the cause. 
6c)	Eventually the source of the failure is identified and remedied.
Service flow result:
The DSO and MNO work to identify the root cause of the service failure or performance failure incident. If the incident's cause is in the MNO network, MNO operational staff and tools resolve the problem. If the incident's cause is in the DSO network, the DSO's operational staff and tools resolve the problem. Since there is no standard means for communicating the nature of the incident, the 'reporting' process may be complex and varies from operator to operator. This may result in extended resolution times for incidents.
NOTE: 	The 'standard means for communicating the nature of the incident' from the DSO to the MNO is not part of current practice and is not explained further in this use case. The point of this use case is to identify the absence of any such interface to establish a motivation, or 'gap' that can be pursued in additional use cases in this study.
[bookmark: _Toc104193508][bookmark: _Toc104193602][bookmark: _Toc104193640]6.2.3	Potential requirements
NOTE: 	Currently, there is no interface between DSO and MNOs. This means that both systems work based on their own premises. Through the use of non-standard, MNO-specific interactions, the DSO can report problems and incidents and work with the MNO to resolve these.
	Since the interaction described above uses non-standard means, this paragraph does not imply any requirement on the 5GS.
	There are however synergies and potential improvements for building an interface. More investigation and analysis are needed to find appropriate use cases, see 3GPP TR 22.867 [C] which includes relevant possible requirements to address this.
[bookmark: _Toc104193509][bookmark: _Toc104193603][bookmark: _Toc104193641]6.3	Business use case Energy Outage Coordination current practice
[bookmark: _Toc104193510][bookmark: _Toc104193604][bookmark: _Toc104193642]6.3.1	Description
Energy outage incidents occur as a result of storms, accidents (e.g. a distribution line is broken due to construction work) and other unforseen factors beyond the control of the energy utility operator. When an energy outage occurs, it will affect a specific region. Service contracts and regulations make a rapid recovery of energy essential. 
If the power grid is faulty, then the energy utility operator localizes the fault to solve the problem and perform necessary recovery actions. Some power grid equipment may also require “manual” actions for equipment that are not capable of remote management and automatic recovery. Other equipment can be remotely managed by means of smart energy services that allow recovery operations without requiring manual intervention.
There are several Smart Energy services that can greatly increase the recovery time: SCADA for remote control and monitoring of distribution systems and Distribution Automation specifically are quite important. Without these services it is generally necessary to send a technician to affected sites. While Smart Energy services cannot entirely eliminate the possibility of manual intervention (e.g. to restore damaged cables, etc.) in many cases, hours of service interruption can be reduced to minutes or even seconds.
Smart Energy services depend on telecommunications, increasingly. If there is an energy outage that affects telecommunications services in the same area where recovery is required, then there is a 'vicious circle': The energy system requires telecommunications to support smart energy services for a rapid recovery. The telecommunication system requires energy services in order to function at all. 
This use case considers how this unfortunate system is addressed today.NOTE: 	An energy utility operator is a more general term than a DSO. For the purpose for the purpose of the use case, the term DSO is more appropriate, while the more general term is applicable to the motivation above.
[bookmark: _Toc104193511][bookmark: _Toc104193605][bookmark: _Toc104193643]6.3.2	Details
The ambition of a DSO is to provide an always-on electricity service, with the agreed quality and the costs fixed by Regulators. DSOs understand the criticality of some electricity services they provide (e.g., hospitals), and try to prioritize the availability of these services. This applies not only to business-as-usual situations, but to disaster recovery circumstances. There are plans to provide emergency electricity service through ancillary devices, but also to restore the service in selected areas considering priorities.
MNO services are also considered in these plans. Although many institutions (blue light services) do not depend on MNO networks for disaster recovery, MNO public service is highly relevant for regular citizens. Thus, energy utility operators find that helping MNOs to recover their normal electricity service is relevant for the society.
A second aspect of the above is to be considered with the MNO service for energy utility operators. DSOs do not rely on MNO service to help recover the grid from a blackout, as they know that there is no certainty that the MNO will work when needed in a blackout. 
It is acknowledged that it would be of great value, if upon blackout recovery circumstances, some procedures and supporting management operations existed to allow DSO service recovery through the MNO network.  Unfortunately, these procedures and standards specifically to support management coordination for recovery from energy outage event coordination between DSO and MNO networks do not exist. See 3GPP TR 22.867 [C] for more details.NOTE: It is acknowledged that 3GPP does not specify procedural standards.
Communication between DSOs and MNOs for resolving incidents might be necessary. As there are so many actors (DSOs and MNOs) and each DSO has only information about a limited part in energy sector, resolving the incident could be very complex. 
[bookmark: _Toc104193512][bookmark: _Toc104193606][bookmark: _Toc104193644]6.3.3 	Use case actors
DSO response team member:	A representative of the DSO's incident response team who is responsible for communication with service providers, officials and key customers during power cuts.
MNO service desk team member:	A representative of a mobile network operator's incident response team who can be reached by 'enterprise customers.'
Editor's Note: The term 'MNO' will be reviewed, as it may need to be aligned with terminology in TS 28.530.
[bookmark: _Toc104193513][bookmark: _Toc104193607][bookmark: _Toc104193645]6.3.4 	Use case service flow
1.	An energy system incident occurs in which a power cut results.
2.	A DSO response team member may contact a MNO service desk team member. The DSO informs the MNO of the incident and the expected time until its resolution. It is usually not required by regulations and often not required by service contract that the DSO inform the MNO except as they would 'any energy service customer.'
3.	The MNO may have the capability to continue to operate their network despite the power cut for a limited time, as they may support an uninterruptable power supply capability in the affected region. The DSO will not know this.
4.	The DSO may have the ability to restore energy services rapidly using Smart Energy Services. However, the DSO does not have any means to identify this opportunity nor IT support to coordinate their recovery with the MNO so as to provide communication services for this operation. The DSO cannot use their Smart Energy Services to accellerate recovery and must send a technician to affect manual operations to restore electrical services.
Service flow result
The power cut is resolved manually. Even if there is the possibility to intervene using Smart Energy Services, lack of telecommunications service during the power cut prevents this. There is no standard based coordination of energy system recovery between the MNO and DSO, so only ad hoc communication regarding energy system recovery is possible.
[bookmark: _Toc104193514][bookmark: _Toc104193608][bookmark: _Toc104193646]6.3.5	Potential requirements
TBD.

[bookmark: _Toc100760768][bookmark: _Toc104193515][bookmark: _Toc104193609][bookmark: _Toc104193647]7	Key Issues and potential solutions
[bookmark: _Toc100760769][bookmark: _Toc104193516][bookmark: _Toc104193610][bookmark: _Toc104193648]7.1 	Key Issue: <<1>>
[bookmark: _Toc100760770][bookmark: _Toc104193517][bookmark: _Toc104193611][bookmark: _Toc104193649]7.1.1	Description
[bookmark: _Toc100760771][bookmark: _Toc104193518][bookmark: _Toc104193612][bookmark: _Toc104193650]7.1.2	Potential Solutions
[bookmark: _Toc100760772][bookmark: _Toc104193519][bookmark: _Toc104193613][bookmark: _Toc104193651]7.1.2.1	Potential Solution #<1>: <Potential Solution Title>
[bookmark: _Toc100760773][bookmark: _Toc104193520][bookmark: _Toc104193614][bookmark: _Toc104193652]7.1.2.1.1	Introduction
Editor's Note:	This clause describes briefly the potential solution at a high-level.

[bookmark: _Toc100760774][bookmark: _Toc104193521][bookmark: _Toc104193615][bookmark: _Toc104193653]7.1.2.1.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made.
[bookmark: _Toc100760775][bookmark: _Toc104193522][bookmark: _Toc104193616][bookmark: _Toc104193654]8 	Conclusion and Recommendation


[bookmark: startOfAnnexes][bookmark: _Toc104193523][bookmark: _Toc104193617][bookmark: _Toc104193655]Annex A: Service Model for Energy Utilities and Communication Service Providers 
The purpose of this annex is to discuss a model and terminology for IT service processes that will be useful when considering the use cases for this study.
IT processes concern the delivery of IT services within a given organization. The IT processes and operations of a third party are out of scope of 3GPP. The IT processes and operations of a MNO are also out of scope of the standard, and not exposed to a third party except in very specific cases, for specific reasons.
In this study, the interaction between the energy utility and the communication service provider at the IT service level are considered. These interactions are essential to the successful service delivery of energy services. To the extent that these interactions can be standardized, they will become more efficient to operate and require less integration effort for both the energy utility service provider and the MNO. 
There are three IT Service processes that will be considered briefly in this section to provide context for the use cases that follow. [5]
	IT Process
	ITIL Definition
	Relevance to this study

	Event Management
	Process Objective: To make sure CIs [NOTE 1] and services are constantly monitored, and to filter and categorize Events in order to decide on appropriate actions. 
An 'Event' is essentially an alert or alarm created by any IT service, CI or monitoring tool. It is further characterized, often as input to the Problem Management or Incident Management processes described below.
	To address the objectives of this study, alerts or alarms and related information will be considered, as communicated between the energy utility operator and the MNO. These may trigger further action by either the energy utility operator or MNO.
While the specifics of the use of categorization of events and the details of IT Processes is out of scope of this study (and 3GPP), the utility of creating and communicating standardized events to enable such processes is in scope.

	Problem Management
	Process Objective: To manage the lifecycle of all Problems [NOTE 2]. The primary objectives of Problem Management are to prevent Incidents from happening, and to minimize the impact of incidents that cannot be prevented. Proactive Problem Management analyzes Incident Records, and uses data collected by other IT Service Management processes to identify trends or significant Problems.
	Many of the use cases in this study concern different problems. Either the energy utility operator or the MNO ascertains that a problem exists and is able to take further action to address this.
The specifics of the IT processes of the energy utility operator and the MNO are out of scope of this specification. However, there are some 'Problems' that may have relevance to both operators.

	Incident Management
	Process Objective: To manage the lifecycle of all Incidents [NOTE 3]. The primary objective of Incident Management is to return the IT service to users as quickly as possible.
	Some of the use cases in this study concern Incidents, specifically – communication service outages and energy service outages. Both of these have relevance to both energy utility operators and MNOs. For these specific Incidents some operational requirements may be identified to enable all actors to eliminated the unplanned interruption in service or reduction in quality of service.
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