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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TS 28.105-100 “Management and orchestration; AI/ML management”.
3
Rationale
For AI/ML model training, the NRMs need to allow the MnS consumer to

-
provide the performance requirements for the AI/ML model;

-
cancel the training request; and
-
monitor the status and progress of the training.

In the AI/ML training report, the NRMs need to support the producer to

-
indicate the version number of the trained model or App;

-
report the performance score of the model when performing on the training data; and

-
provide the resource requirements of the model, which is required for resource management
.

This pCR is to enhance the NRMs for these purposes.
4
Detailed proposal
	Start of modification


5.1
Functionality and service framework for AI/ML model training
An AI/ML training function playing the role of AI/ML Training MnS producer, may consume various data for AI/ML training purpose.

As illustrated in Figure 5.1-1 the AI/ML training capability is provided via AI/ML Training MnS in the context of SBMA to the authorized consumer(s) by AI/ML Training MnS producer.
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Figure 5.1-1: Functional overview and service framework for AI/ML training

The internal business logic related to AI/ML training leverages the current and historical data related to the following to monitor the networks and/or services where are relevant to the AI/ML model, prepare the data for model training, trigger and conduct the model training:

-
Performance Measurements (PM) as per TS 28.552 [3], TS 32.425 [4] and Key Performance Indicators (KPIs) as per TS 28.554 [5].

-
Trace/MDT/RLF/RCEF data, as per TS 32.422 [6] and TS 32.423 [7].
-
QoE and service experience data as per TS 28.405 [8] and TS 28.406 [9].
-
Analytics data offered by NWDAF as per TS 23.288 [3].
-
Alarm information and notifications as per TS 28.532 [10].
-
CM information and notifications.
-
MDA reports from MDA MnS producers as per TS 28.104 [2].
-
Management data from non-3GPP systems.
-
Other data that can be used for training.

	Next modification


7
Information model definitions for AI/ML management
7.1
Imported and associated information entities 

7.1.1
Imported information entities and local labels

	Label reference
	Local label 

	TS 28.622 [11], IOC, Top
	Top

	TS 28.622 [11], IOC, SubNetwork
	SubNetwork


7.1.2
Associated information entities and local labels
	Label reference
	Local label 

	
	

	
	


7.2
Class diagram

7.2.1
Relationships

This clause depicts the set of classes (e.g., IOCs) that encapsulates the information relevant to AI/ML training. For the UML semantics, see 3GPP TS 32.156 [12]. 
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@startuml TS 28.541 figure 6.2.1-2 (as of MArch 2021)

' UML diagram for 3GPP TS 28.541 clause 6
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class ManagedEntity <<ProxyClass>>

class MLTraining <<InformationObjectClass>>

class MLTrainingJob << InformationObjectClass >>

class MLModel <<dataType>>

class MLTrainingRequest << InformationObjectClass >>

ManagedEntity "1" *-- "*" MLTraining: <<names>>

MLTraining "1" *-- "*" MLTrainingRequest

MLTraining "1" --> "*" MLModel
MLTraining "1" -r-> "*" MLTrainingJob
MLTrainingRequest "1" -r-> "1" MLModel 
MLTrainingJob "1" --> "1"  MLModel

MLTrainingJob "1" --> "*"  MLTrainingRequest
note left of ManagedEntity

  Represents the following IOCs:

    Subnetwork or 

    ManagedFunction or 

    ManagementFunction
  end note

@enduml

[image: image5.png]Represents the following I0Cs
Subnetwork or

ManagedFunction or
ManagementFunction

<ProgClasss
Managedentiy)

1

lcnamess

[ainformationobjectCiassa| 1 % [einformationobjectClass)
WLTraining WLTrainingJob

[InformationobjectClasss|
MLTrainingRequest





Figure 7.2.1-1: NRM fragment for AI/ML model training





7.2.2
Inheritance
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Figure 7.2.2-1: Inheritance Hierarchy for AI/ML model training related NRMs
7.3
Class definitions

7.3.1
AIMLTrainingRequests
7.3.1.1
Definition

The IOC AIMLTrainingRequests represents the container of the AIMLTrainingRequest IOC(s). 

7.3.1.2
Attributes
No additional attributes other than the ones inherited from the parent class.
7.3.1.3
Attribute constraints

None.
7.3.1.4
Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3.2
AIMLTrainingRequest
7.3.2.1
Definition

The IOC AIMLTrainingRequest represents the AI/ML model training request that is created by the MnS consumer. 
In case the request is accepted, the MnS producer decides when to start the AI/ML model training. Once the MnS producer decides to start the training based on the request, the MnS producer instantiates an MLTrainingJob that may include the following subprocesses:
-
collects (more) data for training, if the training data are not available or the data are available but not sufficient for training;
-
prepares and selects the training data, with consideration of the consumer provided candidate training data if any. The MnS producer may examine the consumer provided candidate training data and select none, some or all of them for training. In addition, the AIMLMT MnS producer may select some other training data that are available;
-
trains the AI/ML model using the selected training data;

The "trainingStatus
" attribute represents the status of the AI/ML training and includes information the MnS consumer can use to monitor the progress and result. The data type of this attribute is "ProcessMonitor" (see TS 28.622 [11]). The following specialisations are provided for this data type for the AI/ML model training request:

-
The "status" attribute values are "NOT_STARTED
", "RUNNING", "CANCELLING", "FINISHED", and "CANCELLED". The other values are not used;

-
The "timer" attribute is not used
;

-
When the "status" is equal to "RUNNING" the "progressStateInfo" attribute shall indicate one of the following states: "COLLECTING_DATA", "PREPARING_TRAINING_DATA", "TRAINING".
-
No specialisations are provided for the "resultStateInfo
" attribute. Vendor specific information may be provided though.
When the training is completed with "status" equal to "FINISHED", the MnS producer provides the training report, by creating an AIMLTrainingReport MOI, to the MnS consumer.

The AIMLTrainingRequest MOI is contained under one AIMLTrainingRequests MOI.
7.3.2.2
Attributes
	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	aIMLModelId
	M
	T
	T
	F
	T

	inferenceType
	O
	T
	T
	F
	T

	candidateTraingDataSource
	O
	T
	T
	F
	T

	peformanceRequirements

	M
	T
	T
	F
	T

	trainingStatus
	M
	T
	F
	F
	T


	cancelRequest
	O
	T
	T
	F
	T


	Attribute related to role
	
	
	
	
	

	trainingReportRef
	M
	T
	F
	F
	T


Editor’s note: it is FFS for the attributes allowing consumer to choose the configurations of the AI/ML model.

7.3.2.3
Attribute constraints

	
	

	
	

	
	


7.3.2.4
Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3.3
AIMLTrainingReports
7.3.3.1
Definition

The IOC AIMLTrainingReports represents the container of the AIMLTrainingReport IOC(s). 

7.3.3.2
Attributes
No additional attributes other than the ones inherited from the parent class.
7.3.3.3
Attribute constraints

None.
7.3.3.4
Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.

7.3.4
AIMLTrainingReport
7.3.4.1
Definition

The IOC AIMLTrainingReport represents the AI/ML model training report that is provided by the MnS producer. 

The AIMLTrainingReport MOI is contained under one AIMLTrainingReports MOI.
7.3.4.2
Attributes
	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	aIMLModelId
	M
	T
	F
	F
	T

	
	
	
	
	
	

	inferenceType
	M
	T
	F
	F
	T

	areConsumerTrainingDataUsed
	M
	T
	F
	F
	T

	usedConsumerTrainingData
	CM
	T
	F
	F
	T

	confidenceIndication
	O
	T
	F
	F
	T

	aIMLModelVersion
	M
	T
	F
	F
	T

	modelPeformanceTraining

	M
	T
	F
	F
	T

	
	
	
	
	
	

	Attribute related to role
	
	
	
	
	

	
	
	
	
	
	

	lastTrainingRef
	CM
	T
	F
	F
	T


7.3.4.3
Attribute constraints

	Name
	Definition

	usedConsumerTrainingData Support Qualifier
	Condition: The value of areConsumerTrainingDataUsed attribute is PARTIALLY. 

	
	

	lastTrainingRef Support Qualifier
	Condition: The AIMLTrainingReport MOI represents the report for the AI/ML model training that was not initial training (i.e., the model has been trained before).


7.3.4.4
Notifications

The common notifications defined in clause 7.6 are valid for this IOC, without exceptions or additions.
7.4
Data type definitions

7.4.1
ModelPeformance <<dataType>>
7.4.1.1
Definition

This data type specifies the performance score of an AI/ML model when performing inference. The performance score is provided for each inference output.
7.4.1.2
Attributes
	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	inferenceOutputName
	M
	T
	F
	F
	T

	performanceScore
	M
	T
	F
	F
	T

	Attribute related to role
	
	
	
	
	

	
	
	
	
	
	


7.4.1.3
Attribute constraints

None.
7.4.1.4
Notifications

The notifications specified for the IOC using this <<dataType>> for its attribute(s), shall be applicable.




	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	






7.5
Attribute definitions

7.5.1
Attribute properties

	Attribute Name
	Documentation and Allowed Values
	Properties

	aIMLModelId
	It identifies the AI/ML model.
It is unique in each MnS producer.

allowedValues: N/A.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: True

	aIMLModelPackageAddress
	It provides the address where the AI/ML model package is located. The AI/ML model package may contain the AI/ML model (e.g., software image or file) and the model descriptor. The model descriptor  may contain more detailed information about the model, such as version, resource requirements, etc.

The model descriptor is vendor specific and not specified in the present document.

allowedValues: N/A.


	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None 

isNullable: False

	candidateTraingDataSource
	It provides the address(es) of the candidate training data source provided by MnS consumer. The detailed training data format is vendor specific.

allowedValues: N/A.


	type: String

multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None 

isNullable: True

	inferenceType
	It indicates the type of inference that the AI/ML model supports. 

allowedValues: the values of the MDA type (see TS 28.104 [2]), Analytics ID(s) of NWDAF (see TS 23.288 [3]), types of inference for RAN-intelligence, and vendor’s specific extensions.
	type: String

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: None 

isNullable: True

	areConsumerTrainingDataUsed
	It indicates whether the consumer provided training data have been used for the AI/ML model training.
allowedValues: ALL, PARTIALLY, NONE.
	type: Enum
multiplicity: 1
isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: True

	usedConsumerTrainingData
	It provides the address(es) where lists of the consumer-provided training data are located, which have been used for the AI/ML model training.
allowedValues: N/A.


	type: String
multiplicity: *
isOrdered: False
isUnique: True
defaultValue: None 

isNullable: True

	trainingReportRef
	It is the DN of the related AIMLTrainingReport MOI.
When the related AIMLTrainingReport MOI is not available, the value shall be set to “Not Available”.
allowedValues: DN and “Not Available”.
	type: DN (see TS 32.156 [12])
multiplicity: 1
isOrdered: False
isUnique: True
defaultValue: None 

isNullable: True

	lastTrainingRef
	It is the DN of the AIMLTrainingReport MOI that represents the reports for the last training of the AI/ML model.
allowedValues: DN.
	type: DN (see TS 32.156 [12])
multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: True

	confidenceIndication
	It indicates the confidence (in unit of percentage) that the AI/ML model would perform for inference on the data with the same distribution as training data.

allowedValues: { 0..100 }.
	type: integer
multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: False

	trainingStatus
	It indicates the version number of the AI/ML model.

allowedValues: N/A.
	type: ProcessMonitor (see TS 28.622 [11])
multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: False

	aIMLModelVersion
	It indicates the version number of the AI/ML model.

allowedValues: N/A.
	type: String
multiplicity: 1

isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: False

	peformanceRequirements
	It indicates the performance requirements for a trained AI/ML model when performing on the training data.

allowedValues: N/A.
	type: ModelPeformance
multiplicity: *
isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: True

	modelPeformanceTraining
	It indicates the performance score of the AI/ML model when performing on the training data.
allowedValues: N/A.
	type: ModelPeformance
multiplicity: *
isOrdered: N/A

isUnique: N/A
defaultValue: None 

isNullable: False

	
	

	






	
	






	






	
	

	






	performanceScore
	It indicates the performance score (in unit of percentage) of an AI/ML model when performing inference on a specific data set (Note).

The performance metrics may be different for different kinds of AI/ML models depending on the nature of the model. For instance, for numeric prediction, the metric may be accuracy; for classification, the metric may be a combination of precision and recall, like the “F1 score”. 

allowedValues: { 0..100 }.
	Type: Real

multiplicity: 0..1

isOrdered: N/A

isUnique: N/A

defaultValue: None

isNullable: False

	
	

	






	
	

	






	
	



	






	NOTE: when the performanceScore is to indicate the performance score for AI/ML model training, the data set is the training data set.


7.6
Common notifications

7.6.1
Configuration notifications

This clause presents a list of notifications, defined in TS 28.532 [10], that an MnS consumer may receive. The notification header attribute objectClass/objectInstance shall capture the DN of an instance of a class defined in the present document.

	Name
	Qualifier
	Notes

	notifyMOICreation
	O
	--

	notifyMOIDeletion
	O
	--

	notifyMOIAttributeValueChanges
	O
	--

	notifyEvent
	O
	--


	End of modifications


�You state performance requirements on the application containing the model


�What does this mean? The model has no specific resource requirements andwho is supposed to use these requirements?


�Consumer AI/ML services


AI/ML enabled function


�AI/ML training function is basically the same as the AI/ML enabled function but is ok to call it AI/ML training function. However the cosumer is not consuming a model but the management capabilities of managing training that is executed on the training function. So its am AI/ML consumer ot at most AI/ML Training Mns consumer. - see changes in top figure


�The role of the training Mns is to allow this internal process (the training job) to be managed. So what we have on the inetrface is the AI/ML training MnS while the model is internal within the function.


�We cannot have the lists floating any where within the network. The list of requests as well as the training jobs are contained in some function - the AI/ML training function in Figure 5.1-1 above. So the lists should be contained within the function, i.e. we have to extend the functins (be it managed or management function).





We have to relate the training to the model(s) within the function that are being trained 





And we also have to relate it to the training job(s), e.g,. if you want to cancel the process/job








I have put together the figure above to summarize these issues. It may not be accurate but I hope it clarifies these model issues


�The producer instantiates a job that includes all these processes. We can not enumerlate all the internal pricesses so these should be stated as example sub-process involved in the job. I would expect that there will be some notifications related to these subprocesses, so the job needs to be modelled s well the notificatiosn coming form the job.


�What about the prohgress percentage?


�NOT RUNNING


�Why not? The time until the MnS producer automatically cancels the process is indicated by the "timer" attribute��What about the startTime and endTime?


�True since this is a string. Can also be used for “FINISHED", "FAILED", "PARTIALLY_FAILED" or "CANCELLED"


�Not clear what this means?


It does not make sensne to track the status of the request. The request is received and either accepted or not. It is the pricesses that is instantiated following the request that then gets tracked. So we should add the stsus tracking to the Trainingjob. � 


�What happens when you cancel a request that has been accepted This does not make sense. You should instead cancel the process that is running and was instantiazted for that request.


�Whart does this means?


�Why the resource requirements are needed?


�This is wrong


�The model owner knows what resources are needed


�Status tracking is for a process not the request. Its best to model the process and relate it to th erequest


�Why is this needed at this stage. Who ever requests for training knows what the model or its function does, so there is no need to send them this information


�This information is of no use to anyone. The entity training the model is the one to know how to use its model. There isno reason to sendt his information to any one.


�We need to clarify here that the CANCEL means that the consumer needs no report and NOT that the training process is canceled










«InformationObjectClass»
AIMLModelTrainingRequests
*
<<names>>




«InformationObjectClass»
AIMLModelTrainingRequest




«InformationObjectClass»
AIMLModelTrainingReports
*
<<names>>




«InformationObjectClass»
AIMLModelTrainingReport
M1
M2
M3
M4
0..1
1
*
<<names>>
*
<<names>>




«InformationObjectClass»
SubNetwork
(from 28.622)
M1
M2
M3
M4
1
0..1
1
1
1
1



AI/ML training function: AI/ML Training MnS producer
AI/ML Model Training 
(Internal business logic)
AI/ML (Training) MnS Consumer
AI/ML Training MnS
Data
Data
Data







«InformationObjectClass»
AIMLModelTrainingRequests
*
<<names>>




«InformationObjectClass»
AIMLModelTrainingRequest




«InformationObjectClass»
AIMLModelTrainingReports
*
<<names>>




«InformationObjectClass»
AIMLModelTrainingReport
M1
M2
M3
M4
1
*
*
<<names>>
*
<<names>>




«InformationObjectClass»
SubNetwork
(from 28.622)
M1
M2
M3
M4
1
1
1
1
1
1







«InformationObjectClass»
AIMLModelTrainingRequests




InformationObjectClass»
Top
(from 28.622)




«InformationObjectClass»
AIMLModelTrainingRequest




«InformationObjectClass»
AIMLModelTrainingReports




«InformationObjectClass»
AIMLModelTrainingReport



AI/ML Model Training MnS producer
AI/ML Model Training 
(Internal business logic)
AI/ML Model Training MnS Consumer
AI/ML Model Training MnS
Data
Data
Data



