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1 Introduction
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· 




This document has been presented during 3GPP SA4#78 and updated according to on-line discussions. Section 2 should be included into TR 26.848 as section 4.2.2.1
2 4.2.2.1 Deployment Architecture considerations
4.2.2.1.1 Introduction

This section presents and discusses different deployment architectures for Live Video, which are supported by the 3GPP architecture. 3GPP typically collapses the infrastructure and UE internal functions into one box, each. The specifications focus on the interactions between UE and infrastructure. However, for the MBMS performance improvement discussions, a more detailed understanding of certain implementation is beneficial.

The figure below depicts the 3GPP architecture for PSS (incl. DASH) and MBMS as presented in TS 26.233 [1] and TS 26.346 [4]. Note that the PSS Server according to TS 26.233 [1] includes the HTTP Server functions for DASH. The general description of PSS (incl. DASH) in TS 26.233 [1] does not impose requirements or assumptions on the separation of content preparation functions between Content Source and 3GPP System (PSS Server, incl. the Content Preparation for DASH). That way of specifying allows for multiple infrastructure realizations, depending on the separation and distribution of functions between 3GPP system and content provider. Also in MBMS TS 26.346 [4] there are no requirements or assumptions on the separation of content preparation functions between Content Provider and BM-SC.
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Figure 1: 3GPP Architecture for PSS (incl. DASH) and MBMS


2.1 4.2.2.1.2 Scenario 1: Managed Live DASH 

The figure below depicts a conceptual deployment architecture for managed Live DASH over eMBMS (Media Path only). The term “managed” refers here to the fact, that the operator has a relation with the content provider, so that the DASH Segmenter can be logically in the same network to or even collocated with the BM-SC. The encoder and Segmenter settings can be tuned for the eMBMS transmission, e.g. short segments are selected when low e2e delay is required or longer segments to increase efficiency. In case of OTT content it is expected that the BM-SC pulls the content from CDN, which is certainly increasing the e2e delay, see Scenario 2 for details.
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Figure 2: Scenario 1: Example deployment architecture for managed Live DASH (Media Path only)
A number of functions are collapsed into the PSS Server, namely CDN components like Edge and Origin servers, as well as the head-end equipment like DASH Segmenter and Encoders. The DASH Segmenter may be operated by the different content provider.
A number of functions are collapsed into the BM-SC, namely the BM-SC Media Distribution Function (MDF), the DASH Segmenter and the Live Encoder. From performance perspective, an implementation, which integrates the BM-SC, the PSS server and the Segmenter on the same node could be beneficial.
The Live Segmenter and Live Encoder functions are very generic functions and can run in different (Non-MBMS) deployment scenarios. The separation of the Segmenter from the BM-SC follows the same argumentation as the separation of the generic DASH client from the MBMS Receiver on the UE side. It is of course one implementation option to collocate the Segmenter with the BM-SC and the MBMS client with the DASH client in order to provide a very good and short e2e delay. However, these are implementation considerations and the new FLUTE enhancement should bring benefits for all four implementation options.
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Figure 3: Handling Segments and MPD / IS
The DASH Segmenter publishes at least three types of different files for the DASH ISO-BMFF Live Profile, namely the Media Presentation Description (MPD), one or more Initialization Segments (IS) and the media segments. The media segments are handled by the MBMS Delivery Function (MDF), while MPD and IS are handled by the User Service Discovery / Announcement Function (USD/A), shown as SA in Figure 3. The USD/A function announces MBMS services via unicast (HTTP), SMS or MBMS together with all other fragments for the service.
The MBMS TS 26.346 [4] and the DASH TS 26.247 [3] specifications only define the protocol and procedures between the UE and the System (either as a DASH Server [3], PSS Server [1] or BM-SC [4], depending on the specification). Conceptually, there is no difference between the DASH Player interacting via HTTP with the DASH Server or the UE internal Web Server.
2.2 4.2.2.1.3 Scenario 2: Unmanaged Live DASH 

The figure below depicts a conceptual deployment architecture for unmanaged Live DASH over eMBMS (Media Path only). The term “unmanaged” refers here to the fact, that the operator has no strong relation with the content provider. The BM-SC pulls here segments from CDN like any other DASH client. 

Some relations with the content provider are certainly needed. For instance, the link between BM-SC and the Edge Server may be QOS provisioned so that the required media bitrate for the Live Service can be ensured. Otherwise, the system risks buffer underruns by the UE. The BM-SC cannot simply forward a different representation (bitrate) in case of link bitrate variations. Pre-Release 12 clients only expect a single video representation available in the MPD. Changing a representation may require the change of the initialization segment, e.g. because the representations use different video resolutions. The new representation may have a different presentation timeline. So, the BM-SC may need to insert a new Period into the MPD. The Service Announcement for the Live DASH service needs to be updated (in-band and out-of-band). 
Of course, the operator may impose requirements on the content authoring, which is actually the same as Scenario 1 “Managed Live DASH”. 
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Figure 4: Scenario 2: Example deployment architecture for Unmanaged Live DASH
The DASH over unicast functions are typically collapsed into the PSS Server. The entire transmission chain northbound of the BM-SC, including the Edge and Origin Servers are collapsed into the BM-SC when sending DASH segments over broadcast. From UE and transmission format perspective, the back-end architecture is not visible.
However, certain FLUTE enhancement improvement proposals impose requirements on this architecture, which are not clearly described and highlighted yet. It needs to be discussed, whether the realization of these requirements are feasible for the above presented deployment scenarios or not.

2.3 4.2.2.1.4 Client Architecture
The 3GPP specifications collapse many functions into the UE and show some UE internal functions. Interactions between these UE functions are left to implementation. However, FLUTE enhancements may also impose certain requirements on the UE internal implementation, in particular when the e2e delay should be optimized. 




Figure 4.2.1-1 depicts a client architecture. It shows a DASH client, which interacts using HTTP 1.1 with the MBMS client. The MBMS Client actually implements here an HTTP Proxy or server, so that a generic DASH client does not need to be MBMS aware (generic DASH Client).
Such motivations to have generic functions may contradict performance improving features as suggested for FLUTE enhancements. Like for the infrastructure realization FLUTE enhancements may impose requirements on the client internal architecture, in particular for when optimizing for real time services. These new requirements / assumptions should be clearly described in the specification. 
3 FLUTE enhancement Feature discussion and proposal
The relevant MI-EMO Work Item Objectives are as follows:

· Improve MBMS OTA efficiency (e.g. by object bundling, reduction of FLUTE overhead, etc.)

· Improve MBMS for real-time content (e.g. for browser applications, live streaming of DASH content etc.)

In all aspects, reuse of existing technology and backwards compatibility shall be considered.

The work item objectives are not limited for Live DASH content. 

The target architecture for any real-time content improvement is very important, since optimizations for real-time content often requires customized functions and solutions. Additional requirements on UE internal and infrastructure architectures need to clarified or raised for many optimization features. 

3.1 Improve MBMS OTA efficiency
Two features may improve the OTA efficiency, namely an improved delivery of the FDT Instance Information (File metadata properties) and bundling of small transmission objects.

FDT Instance Delivery improvements

The FDT Instances impose a transmission and processing overhead in particular when sending many small files like for DASH Live or Datacast services. Further, if the MBMS Client does not receive a FLUTE FDT Instance for a certain transmission object, it needs to discard the transmission object because it cannot relate any filename or other file metadata.
Improvement of FDT Instance delivery can be independent from the content type (Live DASH vs. datacast vs. arbitrary file delivery). However, the file properties or rules to determine the file properties need to be known in advance, i.e. during service announcement.

The template based DASH MPD is a very compressed form of describing a sequence of File URIs with the same MIME type. The FLUTE Transport Object Identifier (TOI) is in principle a running index to separate the transport objects. If the FDT Instances are always expired shortly after the transmission of an object, then the BM-SC can easily always increase the TOI by one for the next segment. So, the TOI value can be used similar to the segment number, either $Time$ or $Number$. Note, the value space of $Time$ and $Number$ are not directly restricted by the DASH standard. When $Time$ is used together with the SegmentTemplate, then it may become a 64bit value, due to the definition of the @t attribute (unsignedLong XML value type). $Time$ numbers are not included in 3GP DASH. However, Scenario 2 “Unmanaged Live DASH” defines a case, where operators cannot influence the used DASH profile and also not restrict the content authoring. It needs to be clarified, whether the FLUTE enhancements shall be relevant only for Scenario 1 “Managed Live DASH”.
For DASH services, the DASH MPD can be used to describe the file delivery descriptor elements. The MPD is carried as part of the MBMS service announcement metadata fragments to the MBMS Client, so the MBMS Client is aware about the associated MPD. The MPD contains all information around the filename template and the TOI can be used as index. 

There is no MPD for Datacast and arbitrary file delivery services, the information needs to be provided through a separate metadata fragment. 

When working with a template based file delivery table, which is provided before the actual MBMS session, then the following information needs to be still provided for each object:

· File-size (Content-Length) 
· Transfer-Length, optional but required for compressed objects

· Object Expire

· FEC Parameters like Encoding-Id, K, T, G, etc
Note, the Transfer-Length may not be applicable for DASH stream (video is already highly compressed), but for datacast and arbitrary file delivery cases. 

The Object Expire (defined through the FDT Instance expire attribute) defines in FLUTE the expiration of the TOI to file delivery description association. Receivers associate any received packet with the same TOI to the same file, until the expiry time is reached. In particular for carousel services, the expiry feature allows the efficient retransmission of the same object. When File Repair or reception reporting is defined, the object expire time defines the start of the file repair procedure. 

DASH presentations may be composed by multiple media components like audio, video and timed text / closed captioning, etc. The media components may be multiplexed into one segment or may be carried as individual segments. When the system carries individual segments, then the same segment index value is always required for each component. Example: audio-101.m4s, video-101.m4s and tt-101.m4s are necessary for each segment availability timestamp. Thus a TOI of value 101 is required in this example three times for each DASH segment index. So, a set of subflows is required so that each TOI can be scoped with another identifier. 
Further, metadata fragments such as the MPD updates (e.g. new Period inserted) and ADPD fragments may be carried in-band with the same session at any time. Since inband fragments may be sent at any time, a dedicated subflow should be used for in-band fragments.
The Transfer Session Id (TSI) bits are currently (almost) unused bits and is predestined for usage as scoping. However, pre-release 12 clients cannot handle multiple TSIs per MBMS Download Session. 
Proposal: Therefore, it is proposed to add a semantic to the TOI values: The left-most bits of the Transport Object Id (TOI) are proposed to use for scoping. Release 12 clients use those bits to lookup the file descriptor template for that subflow, while pre-release 12 clients include those bits into the TOI. 

Pre-Release 12 clients get the Object Expire and the FEC parameters (T, G, etc) from the FLUTE FDT instances. Release 12 client should work with the template based FDD and derive the remaining information from the transport header information. Pre-Release 12 clients are ignoring unknown LCT extension headers, so the Object Expire and the FEC parameters can be conveyed using LCT extension headers.

The EXT_FTI extension header is already defined for FLUTE and carries the needed information for FEC recovery. The EXT_FTI does not need to be added to every packet, but e.g. with a certain interval.

For the object expires, it is proposed to define a new LCT extension header. The object expire is in FLUTE expressed as an absolute timestamp in NTP format. However, the actual transmission delay for MBMS Single Frequency Network (MBSFN) operations may be unknown or may be different in different broadcast areas. The transmission delay depends on various components of the network including the MCH Scheduling Period (MSP).  Therefore, the object expire should describe as relative duration. The client should determine the object expire relative to the time of a packet reception.
Backward Compatibility considerations: 
The backward compatibility definitions were documented in TR 26.848 [6], and the relevant definitions are:

Type 1: Backward compatible towards Rel-11 and earlier UEs

· a Rel-11 and earlier MBMS UE would be able to receive and consume the content from enhanced FLUTE from Rel-12 network. The Rel-11 and earlier MBMS UE ignores Rel-12 specific signaling of FLUTE enhancements (e.g. reserved bits in Rel-11 may be used for enhancements in Rel-12, but just ignored by Rel-11 and earlier MBMS UEs), but is able to receive the content carried over enhanced FLUTE (e.g. could be 3GP-DASH content or file delivery); and

· a Rel-11 and earlier MBMS UE is able to operate normally on reception of Rel-12 FLUTE enhancements; and

· Rel-12 MBMS UEs are able to take advantage of FLUTE enhancements defined in Rel-12. 

NOTE: 
A Rel-11 and earlier MBMS UE cannot take advantage of any Rel-12 FLUTE enhancements.

Type 2: Backward compatible towards Rel-11 and earlier Networks

· A Rel-12 MBMS UE is able to receive and consume the content from Rel-11 and earlier network.

Type 3: Backward compatible towards Rel-11 and earlier Networks and UEs

· The criteria of Type 1 and Type 2 apply simultaneously.

If FLUTE+ enhancements refer to backward compatibility without indicating the type of backward compatibility, than the definition Type 3 applies.

The enhancements defined in this section are considered “backward compatible Type 3”, as long as the solution fulfills the following constraints:
· Type 1: Legacy clients require FLUTE FDT Instance packets for correct operation. In order to realize Type 1 backward compatibility, the BM-SC should insert FLUTE FDT instances into the stream. Since the left-most bits of the TOI are used for scoping, Pre-Release 12 clients will include the scoping bits into the TOI value. 
· Type 2: Rel 12 UEs need to understand the offered enhancement from the service announcement fragments. Rel-12 UEs not detecting the offered enhancement shall be able to use FLUTE FDT instance in the stream.
· Type 3: This is fulfilled based on above constraints on Type 1 and Type 2.

Object Bundling for live DASH
For Live DASH services as well as other file delivery services, there can be a benefit of bundling small audio files together with other for transmission. Today, each file is handled as the source block for FEC encoding and the FEC is appended. If the file is large, then multiple source blocks can be created or approximate equal file size. 
The advantage of using a file as a source block is that no additional requirements are imposed onto the content authoring, e.g. secure time-alignment of files or segments (see below for an example).
But, in particular when the source block is small (e.g. when using separate audio tracks), the recovery characteristics of the application layer FEC is limited. It may happen that all source and FEC symbols of a file got lost due to a single radio transport block loss and the desired target segment loss rate is only influenced by the modulation and coding on the radio. In Lte for instance, a transmission block (i.e. subframe) may carry up to 9422 byte when using MCS26 on a 20MHz Band. 
There are different ways to bundle files together so that a larger source block can be used, for instance Multipart MIME, MIME HTML, a tar format or other formats. MIME HTML can be supported browsers e.g. though javascript. For file delivery services, any of the above containers seem appropriate and applicable. 
For Live DASH, there are other alternatives such as the usage of Multipart MIME or Multiplexed Segments (all media components in the same segment). 

Multipart MIME is already required for bundling service announcement fragments together, so the system and the UE should have already support for object bundling using Multipart MIME. Further, using a Multipart MIME contains has advantages for backward compatibility, since the FLUTE packetization is not impacted. Legacy MBMS clients can make use of all received FEC redundancy packets. 
The issue with object bundling with Multipart MIME is, that time alignment of media segments (like for multiplexed segments) is required. 
There are many different flavors of Live Profile, which prevent object bundling on lower layer without additional requirements on content authoring.

The segment availability timeline for audio and video must be synchronized, which is a restrictive requirement on content authoring. For instance, the content author can use the following segment format

· 1sec segment with 25 frames at 25fps per segment for video

· ~0.98sec segments with exactly 23 samples of 3840 90kHz ticks 
which allows a very precise definition of audio and video segment availability timeline for separate segments and allows the UE getting close to the live edge. 
The resulting segment availability is depicted below:
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The duration (@d) of the video segments is 1sec (90000 / 90000). The duration of audio segments is 88320 / 90000 sec (== 23* 3840 / 90000). Segments become available always with the same interval (but different for audio and video). After already 27 video segments, the audio segment with the same number is available half the segment earlier. This way of content authoring is completely compliant with DASH. 

However, transport layer bundling is not possible in that case, since the segment availability is influenced by the transport layer. Even if segments are more time aligned, the MBMS receiver may not be able to recover the file at segment availability time or before. 
Thus, any sort of transport layer bundling requires additional content authoring requirements and feature restrictions.

Proposal: 26.346 should clarify the usage of multiplexed segments, in particular for environments with higher packet error rates (i.e. when the usage of larger source blocks becomes more efficient).  

Backward Compatibility considerations:
The enhancements defined in this section are considered “backward compatible Type 3” according to TR 26.848 [6] section 4.2.2.4.3:
· Type 1: 
· Live DASH: Pre Rel-12 UEs can process Multiplexed segments, as required by DASH Live Profile for ISO-BMFF. 
· Type 2: Compliant 

· Type 3: Compliant

Object Bundling for File Delivery Services

There are different ways to bundle files together so that a larger source block can be used, for instance Multipart MIME, MIME HTML, a tar format or other formats. Generally, the receiving SmartPhone App is aware about the expected type of files, e.g. whether the files are supposed to be rendered by a WebBrowser (or e.g. Android WebView object) or used for other purposes. So, the App needs to handle the case, when multiple files are encapsulated in a container.
Proposal for file delivery services: It is proposed to add a recommendation into 26.346 to content providers and App developers to bundle multiple small files together into a larger container file such as a tar /gzip achive. The content provider & App developer should select an appropriate container format.


· 
· 
· 
3.2 E2e delay improvements for Live Content
Improvements of e2e delay for real-time content have typically architectural impacts on the infrastructure and the UE side. The architecture should be designed to support optimized real time content. 
For instance, if the BM-SC needs to pull DASH media segments from a CDN (unmanaged, Scenario 2), then the CDN internal population delays are likely larger than the gain of an optimized MBMS delivery. But if the segmenter is collocated with the BM-SC on the same node, then FLUTE transport optimizations could matter. 
DASH requires that the metadata (moof, sidx, etc) is located before any media data (mdat) within the file. As consequence, Live Segmenter can only make full files available, even if the segmented uses HTTP chunked delivery. HTTP Chunked Transfer delivery requires in-sequence delivery of the file. The server can append chunks to the end of a file. HTTP chunked transfer delivery does not allow reduction of DASH delay, since the segmenter first needs to complete the moof & sidx boxes, before starting the HTTP Chunked transfer stream. (HTTP Chunked Delivery can only improve the delay, when the moof / sidx boxes are appended to the end of the segment). When the moof & sidx sections are created by the segmenter, then also the filesize is known.

But if a segmenter is co-located on the BM-SC, then the segmenter may produce shorter media segments. 
There are two basic scenarios to differentiate:

Alt 1 for Scenario 1: The segmenter makes always only full segments available. The Segmenter is provisioning using short media segment. Currently, the shortest reasonable segment size is 1sec. The AST is typically only provided with a second precision, so UEs cannot benefit from sub-second segments. 
Alt 2 for Scenario 2 (unmanaged content): The BM-SC operates a second segmenter (new operational requirement), which creates smaller segments. The BM-SC may receive the segments using HTTP GET or PUT and then create more tailored segments, which are suitable for broadcast transmission. 
Proposal: The 3GPP specification should include a recommendation using short media segments in order to reduce the e2e delay for Live. There should be an additional note highlighting the tradeoff between e2e delay / short segments and the FEC efficiency. The FEC efficiency is significantly reduced when operating with small source blocks.

The 3GPP specification should also define a DASH profile, which is suitable for broadcast with low e2e delay. 

Backward Compatibility considerations:

The enhancements defined in this section are considered “backward compatible Type 3” according to TR 26.848 [6] section 4.2.2.4.3:
· Type 1: Pre-Release 12 UEs can process short media segments.

· Type 2: Compliant

· Type 3: Compliant

3.3 Out of Order delivery of Packets of the same Transport Object
The current MBMS specification does not require in-sequence delivery of FLUTE packets. The FEC Payload Id uniquely identifies the position of the FLUTE packets. The current specification also supports interleaving of Source and FEC Packets.

If the segmenter is collocated with the BM-SC, out of order delivery of mdat section and moof/sidx boxes become technically possible without breaking the DASH specification. However, co-locating the segmenter with the BM-SC is one very specific deployment option, which contradicts with the idea of using generic DASH components such as a generic DASH player or a generic infrastructure. 
If the segmenter is collocated with the BM-SC, then the segmenter can also generate small media segments, which are required for low-delay operations. 

Proposal: It is proposed to add an informational section to the MBMS specification, clarifying the benefit of sending the DASH segment in a different order, if the segmenter is co-located with the BM-SC. 

Backward Compatibility considerations:

The enhancements defined in this section are considered “backward compatible Type 3” according to TR 26.848 [6] section 4.2.2.4.3:
· Type 1: Pre-Release 12 UEs can handle out of order delivery of FLUTE symbols.

· Type 2: Compliant

· Type 3: Compliant

4 Proposal
It is proposed to add section 2 (Deployment Architecture Considerations) as Section 4.2.2.1 into the Technical Report TR 26.848 [6].

It is further proposed to agree the proposals in section 3 as baseline assumptions for the upcoming change requests.  
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