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## ===== CHANGE =====

### 4.3.X Formats under Research

Editor’s Note: Formats in that section will not be part of the evaluation framework of release 19, due to their maturity status, or complexity. However, it is recommended that 3GPP follows the research work on NERF, INVR and GS and awaits stabilization in the industry to commonly agreed formats.

#### 4.3.X.1 Neural Radiance Fields

##### 4.3.X.1.1 Introduction

Neural Radiance Field (NeRF) is a technology at the intersection of Artificial Intelligence (AI) and 3D graphics, and has gained interest based on remarkable progress in computer vision, neural processing units and graphics processing. NeRF was an important research area over the last few years, but recently the interest in NeRF has declined and more attention is given to other formats documented in the remainder of this clause 4.3.X. The documentation reflects the state of the art at the time of writing, but the technology has reached a level of maturity.

##### 4.3.X.1.2 Definition

NeRF is the implicit representation of a 3D scene or object using a fully-connected (non-convolutional) deep network, whose input is a single continuous 5D coordinate (spatial location (x, y, z) and viewing direction (Θ,Φ)) and whose output is the volume density (α) and view-dependent emitted radiance (r, g, b) at that spatial location [1].



**Figure.4.3.X.1.1-1 NeRF representation[1]**

The key idea behind NeRF is to represent the appearance of a scene as a function of 3D position and viewing direction, known as the radiance field. The radiance field describes how light travels through the scene and interacts with its surfaces and can be used to generate images from arbitrary viewpoints [8].

The following is an overview pipeline for NeRF:



**Figure.4.3.X.1.1-2 NeRF pipeline (source: https://docs.nerf.studio/nerfology/methods/nerf.html )**

**Field representation:** For each point in space the NeRF represents a view dependent radiance.

**Positional encoding:** The input coordinates (x,y,z,θ,ϕ) need to be encoded to a higher dimensional space prior to being input into the network.

**Rendering**: NeRF rely on classic volumetric rendering techniques to composite the points into a predicted color.

**Sampling:** NeRF use a hierarchical sampling scheme that first uses a uniform sampler and is followed by a PDF sampler.

##### 4.3.X.1.3 Production and Capturing Systems

Mobile apps such as NeRFCapture (https://github.com/jc211/NeRFCapture), Spectacular AI (https://github.com/SpectacularAI), or Record3D (<https://record3d.app/>) are available to capture NeRFs.

A tutorial for capturing NeRFs is provided here: https://github.com/NVlabs/instant-ngp/blob/master/docs/nerf\_dataset\_tips.md.

The NeRFCapture app allows any iPhone™ or iPad™ to quickly collect or stream posed images to InstantNGP. If your device has a LiDAR, the depth images will be saved/streamed as well. It has two modes: Offline and Online. In Offline mode, the dataset is saved to the device and can be accessed in the Files App in the NeRFCapture folder. Online mode uses CycloneDDS to publish the posed images on the network. A Python script then collects the images and provides them to InstantNGP.

The Spectacular AI SDK and apps can be used to capture data from various devices:

- iPhones (with LiDAR)

- OAK-D cameras

- RealSense D455/D435i

- Azure Kinect DK

The Record3D can create a dataset with an iPhone 12 Pro or newer (based on ARKit), a python code is needed to convert the captured data to NeRF (https://github.com/NVlabs/instant-ngp/blob/master/scripts/record3d2nerf.py)

The state-of-art of NeRF at the time of writing includes:

- SMERF (Streamable Memory Efficient Radiance Fields for Real-Time Large-Scene Exploration) is a view synthesis approach that achieves state-of-the-art accuracy among real-time methods on large scenes with footprints up to 300 m2 at a volumetric resolution of 3.5 mm3 [X1] . It enables fully 6DoF navigation within a web browser, and renders real-time on smartphones and laptops.

- Instant Neural Graphics Primitives (Instant-NGP) using multi-resolution hash encoding to split the processing into multiple chunks and using parallel processing using cuda software to effectively change run time from hours to seconds [X2]. Instant-NGP is a method that uses hash-grid and a shallow MLP to accelerate training and rendering. This method reaches speedups of 1000x and train very fast (~6 min) and renders also fast ~3 FPS.

- [NerfStudio](https://docs.nerf.studio/%22%20%5Ct%20%22https%3A//medium.com/%40heyulei/_blank) (https://docs.nerf.studio/), which is open-source and combines many radiance fields methods, and supports the storage of NeRF data in a structured format, which includes key elements as follows. An example is attached to the zip file:

Camera intrinsics:

{

 "camera\_model": "OPENCV\_FISHEYE", // camera model type [OPENCV, OPENCV\_FISHEYE]

 "fl\_x": 1072.0, // focal length x

 "fl\_y": 1068.0, // focal length y

 "cx": 1504.0, // principal point x

 "cy": 1000.0, // principal point y

 "w": 3008, // image width

 "h": 2000, // image height

 "k1": 0.0312, // first radial distortion parameter, used by [OPENCV, OPENCV\_FISHEYE]

 "k2": 0.0051, // second radial distortion parameter, used by [OPENCV, OPENCV\_FISHEYE]

 "k3": 0.0006, // third radial distortion parameter, used by [OPENCV\_FISHEYE]

 "k4": 0.0001, // fourth radial distortion parameter, used by [OPENCV\_FISHEYE]

 "p1": -6.47e-5, // first tangential distortion parameter, used by [OPENCV]

 "p2": -1.37e-7, // second tangential distortion parameter, used by [OPENCV]

 "frames": // ... per-frame intrinsics and extrinsics parameters

}

Camera extrinsics:

{

 // ...

 "frames": [

 {

 "file\_path": "images/frame\_00001.jpeg",

 "transform\_matrix": [

 // [+X0 +Y0 +Z0 X]

 // [+X1 +Y1 +Z1 Y]

 // [+X2 +Y2 +Z2 Z]

 // [0.0 0.0 0.0 1]

 [1.0, 0.0, 0.0, 0.0],

 [0.0, 1.0, 0.0, 0.0],

 [0.0, 0.0, 1.0, 0.0],

 [0.0, 0.0, 0.0, 1.0]

 ]

 // Additional per-frame info

 }

 ]

}

Depth images:

{

 "frames": [

 {

 // ...

 "depth\_file\_path": "depth/0001.png"

 }

 ]

}

Masks:

{

 "frames": [

 {

 // ...

 "mask\_path": "masks/mask.jpeg"

 }

 ]

}

##### 4.3.X.1.4 Rendering and Display Systems

NeRF heavily relies on the volumetric rendering process to obtain rendered pixels. This rendering function is differentiable, so scene representation can be optimized by minimizing the residual between synthesized and ground truth observed images. The rendering process requires sampling tens to hundreds of points along each ray and inputting them into the neural network to produce the final imaging result. Consequently, rendering a single 1080p image necessitates on the order of 108 neural network forward passes, which often takes several seconds [2].

Display System: VR HMD, mobile devices.

##### 4.3.X.1.5 Supporting Information

- Typical quality criteria for evaluating the format

- Evaluation metrics such as PSNR (Peak Signal-to-Noise Ratio), SSIM (Structural Similarity Index), and LPIPS (LearnedPerceptual Image Patch Similarity)

- Training iteration, training time, inference speed.

- Conversion from other formats (lossless, lossy)

- Meshes, point clouds

- Uncompressed data size

 The original NeRF model has 8 fully connected layers, with a layer width of 256, and each pixel is synthesized based on 128 samplings along the ray. The standard NeRF model demands an impractical 5,600 Terabytes cache size.

- Known compression technologies:

Early research on NeRF compression is ongoing. The MPEG established the ad-hoc group called Implicit Neural Visual Representation (INVR) and is currently exploring the potential standardization of 6 Degree of Freedom (6DoF) video compression using NeRF-based technologies [7]. The following methods are applied in current research for NeRF compression and encoding:

- Parameter quantization techniques, transform coding, and entropy coding [5]

- VVC and NNC [6]

- Extensibility of the format

- Mip-NeRF, Point-NeRF, KiloNeRF, Mega-NeRF and etc [8].

##### 4.3.X.1.6 Benefits and Limitations

###### 4.3.X.1.6.1 Benefits

- High-quality 3D representation: NeRF can create photo-realistic 3D reconstructions of complex scenes, including fine surface details, reflections and realistic lighting effects.

- Improved view synthesis capabilities: NeRF can synthesize novel views of a scene or object from a small number of input images, allowing rendering from any viewpoint.

- Flexibility: NeRF can handle non-rigid and dynamic scenes, adapting well to varying spatial conditions and changes over time.

- Unsupervised training: NeRF can learn to reconstruct a scene or object without explicit supervision.

###### 4.3.X.1.6.2 Limitations

- More computationally demanding and slower to render compared to photogrammetry and 3D Gaussian Splatting.

- Not reductionistic: The entire scene is encoded in a single NeRF function, which makes it challenging to segment the scene into parts, edit individual objects within the scene, or combine different NeRF scenes into one.

- Currently, NeRF representation formats do not seem to effectively handle dynamic content within 3D scenes.