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# 9 Security and Privacy

## 9.X 3D Watermarking for Mesh-based Avatar Protection

### 9.X.1 Introduction

Digital watermarking is a key technology for maintaining the integrity, ownership, and authenticity of 3D mesh-based avatars. The goal is to embed a message in 3D meshes that can withstand various attacks imperceptibly during the distribution and use of avatars, and reconstruct the message accurately from distorted/undistorted watermarked 3D meshes.

There are four requirements for 3D mesh watermarking:

- **Rubustness:** The watermark must be resilient against various attacks such as compression, scaling, and noise during transmission channels. The robustness of digital watermarking against a specific type of attack can be measured by the accuracy of watermark extracted from the attacked mesh.

- **Imperceptibility:** The watermark should not visibly change the appearance of the 3D mesh, ensuring that the visual quality of the avatars remains unchanged.

- **Efficiency:** The watermarking and extraction processes should be computationally efficient, ensuring that they do not introduce significant overhead or delay in the use and distribution of the avatars.

- **Capacity:** The ability to embed a larger amount of messages into the mesh.

### 9.X.2 3D Mesh Watermarking Methods

Existing 3D mesh watermarking methods can be categorized into traditional methods and deep learning-based methods. Traditional methods manually design watermark embedding and extraction algorithms in the spatial or transform domain to resist specific types of attacks. However, manually designing a watermarking algorithm for each specific scenario is both time-consuming and labor-intensive, and most of manually designed watermarking algorithms struggle to achieve universal robustness against various attack forms, such as clipping and smoothing.

Deep learning based-methods for 3D mesh watermarking achieved great progress in recent years. Deep learning-based watermarking techniques can optimize watermark embedding and decoding process by simulating various types of attacks, which effectively enhancing the universality of the watermark. It has been demonstrated that deep learning-based methods are effective and robust for copyright traceability of mesh-based digital avatar data files [7, 8. 9, 10]. Figure.9.X.2 shows the generic pipeline of deep learning-based 3D mesh watermarking.



**Figure.9.X.2 Generic Pipeline for Deep Learning-based 3D Mesh Watermarking**

The procedures of deep learning-based 3D mesh watermarking are summarized below:

S1. Acquire the original 3D mesh and embedding watermark;

S2. The pre-trained watermark processing system takes the original 3D mesh and embedding watermark as input, and use neural network model(s) simultaneously embed watermark into the geometric and texture parts of the 3D mesh.

S3. The watermarked 3D mesh may be attacked (e.g., transformations, random rotation, nosing, clipping, etc) during avatar transmission or implementation.

S4. The target watermark can be extracted from the attacked watermarked 3D mesh based on either the geometric part or texture part by neural network model(s). The target watermark should be consistent with the input watermark.

### 9.X.3 Mesh-based Avatar Protection

Mesh is a commonly used avatar representation format. Figure.9.X.3 provides the framework for implementing deep learning-based 3D mesh watermarking into mesh-based avatar protection without affecting the usability of digital avatar representations. .



**Figure.9.X.3 Deep Learning-based 3D Mesh Watermarking for Avatar Protection**

**Data Pre-processing Module:** Pre-process the 3D avatar file to obtain the original 3D mesh from the Avatar Storage entity.

**Watermark Embedding Module:** The geometric and texture parts of the 3D mesh are simultaneously embedded watermark to generated the watermarked 3D mesh . The geometric watermark embedding network extracts feature from geometric part of the 3D mesh, combining it with input watermark, and reconstructs the watermarked geometric part. The texture watermark embedding network follows the similar processes to reconstruct the watermarked textures.

**Attack Simulation Module:** During the training process, the attack simulation module simulates various attacks, including transformations, random rotation, nosing, clipping, etc, and applies them to the watermarked mesh during the end-to-end training of the framework, to enhance the robustness of the watermark against universal attacks.

**Watermark Extraction Module:** Features are extracted separately from the geometric structure and/or texture map of the attacked 3D mesh. The geometry and the texture features are independently fed into the watermark recovery network to obtain target watermark. This means that even if one part of the mesh's geometry or texture is intentionally removed, the complete watermark can still be extracted from the other part, thereby achieving the goal of copyright tracing.

3D watermarking is one of effective methods for embedding user identity information into 3D avatar assets without affecting their appearance or attributes. The latest algorithms are highly robust, meeting the latency requirements for real-time communication. An potential example to use it for user-authentication during the AR Call could be:

1. The application server generates a unique user-ID for each caller before the AR call setup, establishing a one-to-one mapping between the user-ID and the user.

2. The unique user-ID is embedded into the user's mesh-based avatar representation as a 3D watermark during the base avatar generation process.

3. During the call, the application server can extract the 3D watermark from the mesh-based avatar representation from either the geometric part or texture part, and verify the user’s identity by referencing the stored mapping in the database in application server.
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