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1. Introduction
In this contribution, we propose to evaluate the effects of intermediate data compression on the size and the accuracy of the results, by providing results from experiments carried out on two object recognition models, ssd resnet and retinanet. Several split points are studied for each model.
2. Compression experiments
· Models
· ssd_resnet: ssd_resnet.onnx generated by https://github.com/5G-MAG/rt-ai-ml-evaluation-framework/blob/development/scripts/objectdetection/ssd300/convert_ssd300_to_onnx.py (develop branch)
· retinanet : retinanet.onnx available at https://github.com/5G-MAG/rt-ai-ml-evaluation-framework/tree/main/models 
· Split points:
· ssd_resnet: This model has 154 nodes. 
We split this model at index nodes [10, 30,50,70,90,110,130].
· retinanet: This model has 2248 nodes. 
We split this model at index nodes [100,400,700,1000,1300,1600,1900]
· Compression
· Compressed data: 
· Intermediate data generated by the first part of the model are compressed using one of the following algorithms.
· Compressed Intermediate data is then decompressed and provided for inference of the second part of the model.
· Compressions algorithm:
· Numpy quantization from float32 bits to float 16 bits
numpy.float16 : Half precision float: sign bit, 5 bits exponent, 10 bits mantissa
· Neural Network Encoder Decoder by Fraunhofer HHI (NNCodec: https://github.com/fraunhoferhhi/nncodec) 
This library includes a key parameter in the encoder function that controls the rate-performance trade-off, called Quantization Parameter (QP) that controls the quantization stepsize and thus the rate-performance trade-off for all weight parameters. A lower qp is related to a lower quantization stepsize, which yields a higher bitrate but also a lower model performance degradation. Conversely, increasing the qp value results in a lower bitrate but also in a higher model performance degradation. https://github.com/fraunhoferhhi/nncodec/wiki/Usage 
· Metrics
· The accuracy of the results is measured by computing the mAP metrics using the function calculate_map() of the script https://github.com/5G-MAG/rt-ai-ml-evaluation-framework/blob/main/scripts/objectdetection/calc_map.py 
Note: For practical reasons, we create a version calc_map_image_dataset.py calling the function calculate_map() on the whole dataset of images
· Summary of the experiments process: 
· We decide to evaluate the effects of the quantization only (32 bits to 16 bits) and the effects of quantization and entropy coding (using various qp of Fraunhofer’s nncodec)
· First step: test with one input image
We first evaluated on one image to design and set up the testbed pipeline. We implemented a first prototype integrating the compression library to quickly present results and get quick feedback on results. These first results were encouraging regarding the reasonable impact of the compression on the final task accuracy.
Outcome:
· We found that the studied models were resilient to loss of accuracy with intermediate data degradations.
· More images should be used for greater statistical robustness on results

· Second Step:  tests have been extended to a full video.
We then evaluated on a full video to average the result on all the frames. We used the video FourPeople_1280x720_60.mp4 and ground-truth  available at https://dash-large-files.akamaized.net/WAVE/3GPP/AIML/ReferenceDataSets/sfuhwobjects.tar.gz. This video contains 600 frames.
Outcome:
· We found that the processing takes a lot of time (several weeks) with very few differences to the results with one image regarding accuracy and compressed intermediate data size. 
· There was not enough disparity between the frames on the selected video (FourPeople).

· Third Step: test with a selection of various images.
 
We decided to evaluate on a large dataset of images based on existing evaluation datasets. We used the coco dataset 2017 validation images with the 2017 Train/Val annotations.
The dataset contains 5000 images with a large diversity on the objects. 
We checked the performance of ssd_resnet on the first 200 images of the dataset. 
Outcome:
· We noticed that for some of them, ssd_resnet yields poor results. As the objective was to measure the impact of lossy compression, it was important to ensure good initial accuracy (e.g.If the model does not detect the objects on the images we start at a mAP of 0 and the impact of compression  will not be measured.)
· Fourth step: test with a selection of various images on which ssd_resnet and retinanet have good accuracy
We decided to select the first 50 images of coco dataset where ssd_resnet performs perfectly. As a result, the mAP score of ssd_resnet on this dataset is 100. 
We kept this same dataset for the evaluation with retinanet. 
The score of retinanet on this dataset was very high, 94.21, and considered high enough for our experiments

· Experiments with a dataset of 50 selected images
· Test set conditions:
· 50 selected images from coco dataset 2017 where ssd_resnet score is perfect
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· Compression Algorithms
· No encoding
· Numpy quantization float32 bits to float 16 bits
· Lossy compression with nnc, with QP=-38
· Lossy compression with nnc, with QP=-26
· Lossy compression with nnc, with QP=-18
· Lossy compression with nnc, with QP=-14
· Lossy compression with nnc, with QP=-10
· Lossy compression with nnc, with QP=-6
· Lossy compression with nnc, with QP=-4
· Lossy compression with nnc, with QP=0



· Results 
· mAP score in function of split points and compression algorithm:
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Figure 1 SSD RESNET on DATASET of 50 selected images
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Figure 2 RETINANET on DATASET of 50 selected images
Outcome:
· We notice that mAP score is affected by the choice of the algorithm and the choice of the selected split point
· We notice that according to the split point it is interesting to not always select the same algorithm to reach a given mAP score

· Representation of mAP score according to the size of intermediate data:
The curve is built by plotting for each compression algorithm the mAP score as a function of the compressed intermediate size.
· [image: A screenshot of a computer

Description automatically generated]
Figure 33SSD RESNET on DATASET of 50 selected images - split at node 10
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Figure 4 RETINANET on DATASET of 50 selected images - with one split at node 1000





· Representation of mAP score according to the size of intermediate data and split point:
A curve per split point.
For each split point, the curve is built by plotting for each compression algorithm the point (compressed intermediate size, mAP score).

[image: A screen shot of a computer

Description automatically generated]
Figure 5SSD RESNET on DATASET of 50 selected images – 7 splits
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Figure 6 •	SSD RESNET on DATASET of 50 selected images – Zoom on x-axis
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Figure 7 RETINANET on DATASET of 50 selected images
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Figure 8RETINANET on DATASET of 50 selected images – ZOOM on x-axis

· Compression performance 
Representation of mAP score according to ratio compressed intermediate size / uncompressed intermediate size 
For each split point, and each compression algorithm we compute the ratio :



We then plot each point ( compressed ratio percentage, mAP score).
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Figure 9 Compression performance with ssd_resnet
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Figure 10 Compression performance with retinanet
Outcome:
· Quantization 32 bits to 16 bits offers a compression ratio at 50% with no impact on the accuracy
· Thanks to nnc it is possible to reach higher compression ratio up to 80% and same accuracy
· Above 80% of compression ratio, compression may impact differently the accuracy according to the model


· Analysis
· We notice that the mAP score is affected by both the choice of the algorithm and the choice of the selected split point
· We notice that the selection of the compression algorithm needs to be made according to the selected split point to maintain a given mAP score
· We consider that these results using on-the-shelf compression tools offer interesting compression rates with limited impact on the accuracy
· A dedicated group at MPEG (MPEG-FCM: Feature Coding for Machines) is currently studying and designing a codec for intermediate data in the context of split computer vision models. This activity is expected to result in a compression standard in the next couple of years with high compression/accuracy performance and friendly integration settings for integration at the system level. 

3.  Proposal
We propose to add the content of section 2 to the evaluation TR.
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