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Executive Summary 
The Audio SWG (28 participants, see Annex B) met on 29 April 2024, 14:00 – 17:05 CEST. The meeting was dedicated to IVAS_Codec.

The meeting is summarized as follows: 
· IVAS levels
· Revisions of postponed contributions from SA4#127-bis-e were submitted along with a new contribution (S4-240686pp->SA4aA240027, S4-240666pp->SA4aA240028, S4-240697pp->SA4aA240030, SA4aA240026). The inputs were reviewed, discussed and noted. There are different views on the granularity on IVAS level definition, and no proposal was at this stage agreeable as is.
· Based on a joint discussion on the inputs, the following conclusions were agreed:
· Onion principle shall apply, support of a higher level always implies support of a lower level
· Note: The implication of the onion principle will depend on decision of how levels are defined.
· A minimum core set needs to be defined (level 1), what features to include are TBD
· A receiver of level 1 needs to be able to decode what a sender of level 1 produces
· External rendering for IVAS
· A revision of the postponed contribution from SA4#127-bis-e (S4-240573pp->SA4aA240029) was discussed and noted. Some clarifications were made, and other items would need further investigation and may be addressed by future CR(s).

A.I. 1.1 	Opening of the session and registration of documents

The Audio SWG Co-Chairman, Mr. Tomas Toftgård (Ericsson), opened the call on 29 April 2024, 14:00 CEST. The agenda with Tdoc allocation was presented and approved (see Annex A). Notes were taken by the Chairman.

A.I. 1.2 	Reports/Liaisons from other groups/meetings

None.
 
A.I. 1.3 	CRs to completed features in Release 18 and earlier

None.

A.I. 1.4 	ATIAS (Terminal Audio quality performance and Test methods for Immersive Audio Services)

None.

A.I. 1.5 	IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)

	SA4aA240026
	On IVAS complexity levels
	Dolby Sweden AB



Presenter: Stefan Bruhn
Similarities with Fraunhofer contribution but goes a bit beyond that. Add decoupling of send and receive side. Understand from other contributions that a bit more flexibility is needed. Important that decoder/renderer can decode any IVAS bitstream. Considers also split rendering for the levels.
Comments / questions:
· Markus: Any reason objects are missing in the tables?
· Stefan B.: No, simply a mistake.
· Milan: Section 2, sender of any level must be able to encode any IVAS format. Is this needed?
· Stefan B.: Valid question. There are powerful tools available to do format conversions, this would be a way to provide operation at the lowest possible complexity.
· Milan: E.g. device with only stereo capture, what is the advantage for encoder to accept all the input formats?
· Stefan B: One example; we get an input OSBA with 4 objects. Having the possibility to downmix this to ambisonics would be one case. Sender could take into account capability of receiver (how the rendering is done).
· Milan: Still not clear. Simple device not able to ingest the more advanced formats, why support all formats?
· Stefan B.: There might not only be capture on the device, but content may also be received from other node or encoded and sent as message.
· Lasse: 
· 1) Can you explain the bitrate limitation, can it be format dependent? 
· Stefan B.: These are just examples, we should have a discussion on what is part of the levels. Should agree on principles, and then agree what would be part of the levels.
· 2) Regarding decoupling of send/receive, are two level parameters specified in the negotiation? 
· Stefan B.: Yes.
· Marek: Eleni, you considered binaural output using default HRIR/BRIR. What about custom HRIRs? Number of spherical points etc. Might also impact the levels.
· Stefan B.: Use of HRIRs and rendering does not impact interop. Receiver level will be provided to sender. When you support binaural for level 1, it is up to the implementer if you have simple HRIR or reverb, this information is not needed for negotiation.
· Markus: All sets come with certain complexity, there is something comparable for other sets. Number of taps might need to be specified.
· Milan: Level 0, is this assuming the answer from AR glasses?
· Stefan B.: Yes, e.g. AR glasses can answer mono or split renderer binaural, then smartphone may modify the answer and send its rendering capability to the far end, which will not see what the glasses answered. 

Decision: SA4aA240026 is noted.

	SA4aA240027
	On IVAS operating mode negotiation
	Huawei Technologies Co. Ltd.



Presenter: Huan-yu Su 
A revision of the contribution from the previous SA4 meeting. One major problem with current definition of levels, too coarse level classification to take full benefit of capabilities.
Comments / questions:
· Eleni: Each device having their own table, would they have a minimum capability supporting IVAS?
· Huan-yu: Main point is, if device cannot do e.g. HOA but stereo, can we still allow the device to deploy IVAS?
· Stefan B.: The question is what kind of granularity we want to have, still having interoperable service. Can understand the reasoning from manufacturer point of view, but there is a risk there are tables that are not overlapping, which creates interop issues. We need to guarantee interop.
· Huan-yu: E.g. if Level 1 needs to support HOA, a limited device may then only be capable of lower bitrates, would it be allowed to deploy the codec?
· Stefan B.: I understand the problem, this can be taken into account, not just looking at audio formats but also bitrates.
· Markus: Similar comment as Stefan, afraid of small subsets deployed in the market. E.g. only stereo and only ISM, results in problem with interoperability. We also need interop between different manufacturers. Interoperability issues would be very bad for the deployment in the market. Onion principle is good. Minimum set needs to exist.
· Huan-yu: Do not want to risk interop, open to core set of functionalities. Beyond the core, it should be gradual. Reasonable small enough sub-sets.
· Lasse: Similar direction, focus on interop. Can you clarify on the tables, difficult to understand. Decoder table, can UE reject a certain format? Is this only example?
· Huan-yu: This is just an example. Yes, would reject.
· Stephane: Should consider all inputs. Interop is a key issue, related to RTP payload format. Learn from EVS, not only the device to consider. There are also the media gateways which may have other limitations. We need to follow the onion principle. E.g. if we have table not starting at 13.2 kbps, transcoding might be required. Mono, stereo is part of the core, but if we do not include other formats, we miss certain functionality. We need to define a core set. Some devices may have limits we need to consider. Not an easy thing. 
· Huan-yu: Only the device knows what it can do. If a device implements less than promised is not the same issue.

Decision: SA4aA240027 is noted.
	SA4aA240028
	On IVAS Levels
	Nokia Corporation



Presenter: Lasse Laaksonen
A revision of the document from the SA4 meeting. Three levels might not be granular enough. More clarity based on the example given earlier is provided. Open to define more granular levels. Level and output format combined to find operating point for the codec.
Comments / questions:
· Huan-yu: Regarding dynamic updates to the table, it may e.g. be that SBA is only supported when an SBA recording unit is attached to phone
· Lasse: Can be varying over time, one list when initiating the call, later e.g. changing bitrate
· Stefan: Many things go into the right direction. Important principle, sending side would be aware what is happening at the decoder. Granularity can be discussed. The onion principle is very important. Should have guarantee, there are not devices only supporting a single format when also other operation can be supported at similar complexity level.
· Lasse: Pretty much in agreement.
· Markus: What is the meaning of the Immersive Step (IS)?
· Lasse: Abstraction, how to clarify the usage of the IVAS level. You should make it possible to achieve the highest IS.
· Markus: Would it be specified or up to implementer to select by themselves?
· Lasse: Important to describe the principle to always strive for the highest IS. Could also be mentioned in the TR.
· Eleni: If the receiving device is capable of smaller IS, sender drop down to a lower level?
· Lasse: Yes
· Stefan B.: Question on IS, receiver/renderer capabilities. Not good to rank the capabilities in this way. Loudspeaker is Level 4, and binaural is Level 3 although they can give similar experience. What does it tell? We should think more about it.
· Lasse: Should rather be IS 3A and 3B, but here considering also expected complexity. 
· Stefan B.: Binaural as such can also be different in complexity.
· Marek: ISM is in the table considered spatial format. It is a special case, and perhaps more like a special case of mono. Should it be seen as something separate from spatial? Binaural with parametric reverb might be less complex than BRIR.
· Lasse: ISM still a spatial format, allows spatial audio rendering, which is not available for EVS. There are more rendering scenarios than seen here. How much of granularity do we want to have? When you know output format you can select HRIR.
· Stefan D.: Does this relate to level definition, or also the negotiation? There are different aspects. What levels do we see (implementations)? How to do the negotiation? 
· Lasse: It relates to both topics.
· Stefan D.: Would entire IVAS be implemented or only a subset?
· Lasse: IVAS is a single joint solution, most evident in the decoder which needs to be able to decode all IVAS bitstreams. We need mechanisms for encoder due to difference in capabilities.
· Stefan D.: We may consider the entirety of the encoding/decoding chain (pre-processing to playout), but not sure including everything. How about priority, IS above bitrate?
· Lasse: Not possible to answer at this point. Bitrate would be one constraint. We should maximize the QoE, how this is reached, can be implementation specific.
· Tomas T.: What extra information does the IS give? It seems to map to the output format.
· Lasse: It gives an understanding of how the levels affect the QoE.

Decision: SA4aA240028 is noted.


	SA4aA240029
	[IVAS] External Bytedance Render integrated with IVAS Codec experiments
	Bytedance



Presenter: Chuanzeng Huang 
A revision of the document from the SA4 meeting with five separate questions.
Comments / questions:
· Tomas T.: Is anything in the contribution for agreement?
· Chuanzeng: No, discussion is enough.
· Erik: Regarding (1), is this for the external renderer or internal renderer?
· Chuanzeng: For external renderer.
· Erik: We considered this at some point, but memory impact was not that large. There might be different considerations, might be something to look into.
· Markus: Regarding (2), how did you run the decoder? You can specify the output format at the decoder (FOA, HOA2, HOA3), and in addition EXT format (which is not fully functioning right now). There is nothing like a default ambisonics order.
· Chuanzeng: Order depends on the bitrate used.
· Markus: Not fully correct. Number of transport channels depend on bitrate. What do you consider the default order? There is a plan to have CR such that the EXT format can be used to get the same order as the input.
· Marek: Regarding (3), is it with reverb on or simply binaural rendering?
· Chuanzeng: I think it was without reverberation.
· Eleni: It seems it was with reverberation, according to the contribution.
· Erik: Regarding (4), now it is 16-bit PCM.
· Markus: Would likely not matter if format conversion is done within the codec or outside.
· Stefan D.: Maybe the issue is rather that documentation is missing.
· Chuanzeng: Yes, documentation would be good.
· Marek: Regarding (5), 60 corresponds to the filterbank used. 41 corresponds to frequency bands from a psychoacoustic point of view following the ERB scale. Octave band or 1/3  octave bands might be possible.

Decision: SA4aA240029 is noted.

	SA4aA240030
	On IVAS complexity levels
	Fraunhofer IIS



Presenter: Eleni Fotopoulou 
A revision of the contribution to the SA4 meeting. Added complexity figures and proposes to define levels with minimum output format capabilities, make sure there are no interop issues. It is still possible that more output formats are supported. 
Comments / questions:
· Lasse: You said we should detach from the design constraints and see what capabilities we have. Can that be understood that we do not need the levels at this point, but can only be set when the fixed-point is available?
· Eleni: No, we can set the levels based on capability for now and then measure the complexity when we have the fixed-point code.
· Erik: How to interpret the minimum, would the levels serve as a baseline? Then capability can be negotiated on top of this.
· Eleni: Yes, there is a flexibility on output formats.
· Huan-yu: Agree on a minimum (core, small enough) set, but it is not enough telling I am level 1, it should be possible to signal level 1+ capabilities.
· Eleni: The focus here is on the first aspect, to define the minimum sets.
· Markus: Minimum is defined on the output format. Any further capabilities on supported output formats may not need to be signalled at all.

Decision: SA4aA240030 is noted.

Joint discussion on IVAS levels, conclusions:
· Onion principle shall apply, support of a higher level always implies support of a lower level
Note: The implication of the onion principle will depend on decision of how levels are defined.
· A minimum core set needs to be defined (level 1), what features to include are TBD
· A receiver of level 1 needs to be able to decode what a sender of level 1 produces

A.I. 1.6 	ISAR (Immersive Audio for Split Rendering Scenarios)

None.

A.I. 1.7 	FS_DaCED (Feasibility Study on Diverse audio Capturing system for End-user Devices)

None.

A.I. 1.8 	FS_ACAPI (Study on Audio Codec APIs)

None.

A.I. 1.9 	Others including TEI

None.

Any Other Business

None.

A.I. 1.10 	Close of the session

The Chairman thanked the participants for the contributions and the discussion. The group meets next at SA4#128. The meeting was closed on April 29, 17:05 CEST.
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