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# Introduction

At SA plenary # 100 a study item FS\_AVATAR was agreed in document SP-230544. Among the objectives of the study is to document the network procedures for avatars and to investigate integration of avatars into RTC services and impact thereof on 5G-RTC architecture. In this contribution we propose generic call flows for conversational real-time animated avatar-based communication, specifically avatar animation. While the proposed network procedures may be relevant to all the use cases in clause 5 of draft TR 26.813 of FS\_AVATAR Study Item, they are especially relevant to avatar loading and animation requirements of UC1 (clause 5.1) and UC4 (clause5.4).

It should be noted that the proposed network procedures are broadly in alignment with AR call procedures for Avatars agreed as basis of future work in the Permanent Document (v0.61) of IBACS work item.

# 2 AR call with avatars

Avatars are defined in TR 22.856 [1] as a digital representation specific to media that encodes facial (possibly body) position, motions and expressions of a person or some software generated entity. As digital representations of a user’s face, avatars may range from photorealistic to cartoonish in their likeness to the user. Users may participate in AR calls as 3D or 2D avatars. This scenario is captured in clauses 5.11 and 5.26 of TR 22.856 and consequently in clause 5.1 (UC1: Avatar Communication) of FS\_AVATAR draft TR 26.813. 3D avatars may be represented, rendered, and animated using 3D models. 2D avatars are usually represented in the form of 2D videos or images that may be generated from deep neural networks.

3D modelling of real-time objects may be done from a series of images of the object captured from different angles. The same approach may be used to generate 3D models of a human, these images may be provided by the user by capturing while moving the camera or by capturing with multiple cameras. This can be done offline or online depending on the use case and implementation. Online avatar generation is becoming faster day by day due to advances in computer vision and machine learning, for example, [Vid2Avatar](https://github.com/MoyGcc/vid2avatar) , [I M Avatar](https://github.com/zhengyuf/IMavatar), [Hi4D](https://yifeiyin04.github.io/Hi4D/) and [Realtime reconstruction of an animating human body from a single depth camera](https://orca.cardiff.ac.uk/id/eprint/87637/).

A 3D model of a humanoid may be represented using a 3D representation format, e.g., glTF2.0. After appropriate rigging and skinning procedures the model may be animated. To animate a 3D model, animation data in the form of motion signals may be generated from the user’s movements and facial expressions as captured by one or more cameras. The method for generating motion signals depends on the implementation, and may be carried out at a UE or by a media function in the 5G network.

A 2D digital human (i.e. avatar) whose figure is a planar image with graphic content containing information in horizontal and vertical dimensions. Unlike 3D avatars, 2D avatars are mainly used in scenarios where the avatar’s position and posture are fixed so the service may be provided in a much simpler solution with and less computational cost (e.g. rendering).

Before the call, a personalized 2D avatar model may be generated by some offline training process on Deep Neural Networks (DNNs). The input data for model training is usually recorded user videos. The trained DNN model may work as the base model of the 2D avatar for online usage. Unlike 3D models, such 2D avatar base models themselves don’t have visualizable representations directly, but may generate visible animated avatars in the form of 2D videos.

During the call, a user may use voice or text to drive the DNN model to generate the animated avatar as the lip-sync video stream, then send it to the other party. The method for generating the animated avatar video is implementation dependent, and may be carried out at a UE or by a media function in the 5G network.

|  |
| --- |
| **Start of Change 1** |

8.1.1 Avatar AR call

Figure 8.1.1 shows a generic call flow for an avatar based call over the 5G Network. In addition to data transmission, when supported, the network provides network assistance for avatar generation, animation and retrieval. In the call flows the network entities providing avatar generation, animation and retrieval functions are generalized as a network media function, which may be for example, an RTC-AS an MRF or an MCU. Further, an avatar storage entity is illustrated which may be an avatar repository, UE storage or a cloud storage.

The figure shows alternative flows which correspond to different possible mappings of functional blocks identified in the reference architecture of clause 7. The mappings are highlighted with a call out box when applicable.



Figure 8.1.1 Avatar AR call flow

1. **Call Setup**
	1. A session is established between UE1, Media Function and UE2 and parameters of the session are negotiated. This may include exchanging capability information, media and metadata descriptions and formats, resource discovery etc. The involved entities agree on assignment of avatar generation, animation tasks and media requirements.
2. **Scene Description Retrieval**

 The media function and the participating UEs retrieve scene descriptions, the scene description may be shared by the Media function with the UEs, or the UEs may have their own scene descriptions

1. **Scene Description Update**

 A scene update trigger occurs, e.g., if an object is added to or removed from a scene or if spatial information is updated. The update trigger may originate from the Media Function itself or the UEs. The UEs may update their scene descriptions independently or the MRF may generate an updated scene description and share it with the UEs

1. **Media and Metadata exchange**
	1. *Avatar Acquisition: In this step a base avatar is acquired by the media function.*

*Alternative #1: Network centric avatar generation*

* + 1. UE1 sends data for avatar generation to the media function. The data may be images (RGB or RGB-D), streamed to the media function as image or video stream(s). The media description of the streams may contain the camera configuration as well.
		2. The media function processes the received data to create a base avatar, for example, a rigged and/or skinned 3D model or a 2D model.

*Alternative #2: Network centric avatar loading*

* + 1. The media function loads an avatar for UE1 from an avatar storage which may be an avatar repository or storage on UE1.
	1. The media function delivers the base avatar to UE2
	2. *Animation Data Generation*

*Alternative #1 Network centric animation data generation*

* + 1. UE1 sends source data to the media function. The source data may include images, video stream or voice stream, text. The media description of the streams may contain the camera configuration as well.
		2. The media function processes the received data to create animation data during the session. The animation data may include text, expression data and motion signals for joints.
		3. The media function delivers animation data to the UE animating the base avatar. In the diagram UE2 is shown as the recipient for clarity. The animation data may be delivered to UE1 as well.

*Alternative #2 UE centric animation data generation*

* + 1. UE1 creates animation data based on data like images, video, audio or text. The animation data may include text, expression data and motion signals for joints.
		2. UE1 delivers the animation data to the entity actuating avatar animation. The animating entity may be the media function or UE2.
	1. Avatar Animation

*Alternative #1 Network centric avatar animation*

* + 1. The media function animates the base avatar using animation data. The animation data may be generated by the media function, following step D.3.1 and D.3.2 or it may be received from UE1 following steps D.3.4 and D.3.5
		2. The media function delivers the animated avatar to the UEs. In the figure, delivery to UE1 is shown as example. The animated avatar may be delivered, for example, as 3D (e.g. video with depth and multi-view information) or 2D video.

*Alternative #2 UE centric avatar animation*

*Alternative #2a UE1 does avatar animation*

* + 1. UE1 animates the base avatar using animation data. The animation data may be generated by the media function, following steps D.3.1 and D.3.2 or it may be generated by UE1 in step D.3.4.
		2. UE1 delivers the animated avatar to UE2. The animated avatar may be delivered, for example, as 3D (e.g. video with depth and multi-view information) or 2D video.

*Alternative #2b UE2 does avatar animation*

* + 1. UE2 animates the base avatar using animation data. The animation data may be generated by the media function, following steps D.3.1 and D.3.2 and received by UE2 in step D.3.3 or it may be generated by UE1 in step D.3.4 and received by UE2 in step D.3.5.
	1. Avatar Rendering
		1. UE2 renders the animated avatar, using for example, viewport and pose of the user. In case of 2D avatars, only decoding and display of the received 2d video may be needed.

|  |
| --- |
| **End of Change 1** |

# 3 Proposal

We propose to implement the above change in TR26.813.