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· First Change –


5	Objective Test Methodologies for Immersive Communication Systems (IVAS-based)
5.1	Test setups for terminals
[bookmark: _Ref149843626][bookmark: _Toc151064790]5.1.1	Definition of UE types
[bookmark: _Toc151064791]5.1.1.1	Introduction
The definition of UE types for immersive communication terminals is not as clear and trivial as in the "traditional" test specifications 3GPP TS 26.131 [9] and TS 26.132 [10]. Due to the variety of new applications that are enabled by IVAS codec, it is expected that the capture and playback audio format might not necessarily be the same in send and receive direction. Thus, the classification of UE types should be defined as follows:
-	The UE type is composed of "SND-UE-type" and "RCV-UE-type".
-	The SND-UE-type is defined as the combination of a certain audio capturing mode (acoustic or electric) and a negotiated IVAS format.
-	The RCV-UE-type is defined as the combination of a negotiated IVAS format and a certain audio playback mode (acoustic or electric).
-	Each audio capturing/playback mode corresponds to a specific physical test arrangement.
UEs might support multiple IVAS formats in send and receive direction, which are negotiated during call setup. At least one supported IVAS format shall be tested in both directions, which is selected according to the following priority:
1)	Format specified by the manufacturer.
2)	Preference of the UE, as indicated during negotiation in SDP.
3)	Test operator selects format based on form factor and envisioned use case of the UE.
The IVAS format for both directions shall be documented in the test report. Other available supported formats may be tested as well to ensure best-possible compatibility with other UE types.
While the IVAS formats are clearly defined, capturing/playback modes and corresponding interfaces were not yet discussed. The following subclauses suggest several UE type definitions, which might be applicable for SND and/or RCV. All UE type definitions with acoustical interfaces assume that microphones and loudspeakers/headset of the UE are either integrated into the device or that a device and any necessary additional equipment (like e.g., headset, microphone array, loudspeaker array) are associated to each other and bundled by the manufacturer.
NOTE:	It is expected that many UEs supporting immersive audio will only provide an electrical interface, but not such associated equipment. In this case, the test setup according to clause 2.7 applies. However, to investigate the performance of the UE (without applying requirements) in combination with typical third-party equipment for certain applications, the test setups with acoustical interfaces described in the following subclauses may be used for this purpose.
The physical test arrangement used for UE testing in send and receive direction is in general specified by the manufacturer by:
-	Referencing one of the following subclauses,
-	Referencing a test arrangement from other standards (e.g., ITU-T P.340),
-	Specifying an individual test arrangement.
In case no instructions on the test arrangement are provided by the manufacturer, the test operator shall select one based on the envisioned use case, form factor, etc. from either one of the following subclauses or from other standards. If no suitable test arrangement can be identified for certain UEs with acoustical interface, the test operator should set up an individual or modify an existing arrangement. In any case, the arrangement used for testing shall be described in the test report.

[bookmark: _Toc151064792]5.1.1.2	Handset Mode (Send + Receive)
Not applicable for immersive communication due to the following reasons:
-	A handset device is typically held close to the user's head, i.e., mouth and (a single) ear.
-	RCV: Monaural listening cannot provide any spatial/immersive audio.
-	SND: Even if the device provides multiple input microphones, it is always positioned close to the user's mouth, which does not allow to encode any spatial information into the uplink signal (for e.g., object-based audio format).
The EVS-Interop mono mode of IVAS should be tested according to 3GPP TS 3GPP TS 26.131 [9] and TS 26.132 [10].
There might be some applications also in handset mode for some immersive audio formats, for example to capture ambient sound at the near end. Such scenarios are a kind of extension to the traditional mono telephony and are not excluded in general. However, so far, no test methods have been proposed for handset mode, thus it is suggested to leave out this mode for now.
[bookmark: _Toc151064793]5.1.1.3	Headset Mode (Send + Receive)
The test setup for headset UE for send and receive directions is shown in Figure 1. It applies to all head-worn terminals, which are typically connected via wired or wireless link (e.g., analogue jack, Bluetooth, or USB) to a device with sufficient computation power (e.g., mobile phone). Optionally, the device might provide head tracking data that can be used for rendering audio in the receive direction.
[image: ]
[bookmark: _Ref150165887]Figure 1: Headset UE and test equipment

[bookmark: _Toc151064794]5.1.1.4	Handheld Mode (Send + Receive)
The test setup for handheld hands-free UE for send and receive directions is shown in Figure 2. It applies to all devices that can be held in front of the user.
[image: ]
[bookmark: _Ref150165898]Figure 2: Handheld hands-free UE and test equipment

The distance D = 42 cm between HATS reference point (HRP) and center of the UE is used in TS 26.132 [5], but different geometries of this setup could also be considered (for e.g., multi-talker scenarios or speech from certain angles).
[bookmark: _Toc151064795]5.1.1.5	Table-mounted Mode (Send + Receive)
The test setup for table-mounted hands-free UE for send and receive directions is shown in Figure 3. It applies to all hands-free devices that are intended for usage on tables (like e.g., conference devices). In contrast to handheld UE, the reflections of the table are explicitly included in the test setup. 
[image: ]
[bookmark: _Ref150166254]Figure 3: Table-mounted hands-free UE and test equipment
Figure 3 shows an example with a distance of D = 40 cm between front of the UE and lip reference plane, which corresponds to the desktop hands-free setup as specified in Recommendation ITU-T P.341 [6], which is also referenced in 3GPP TS 26.132 (width W = 40 cm, height H = 30 cm). In general, multiple sub-setups could be considered for this UE type, like e.g., the “group audio terminal” position (clause 4.2.4 of P.341 [6]) or the softphone/laptop-based setups 3GPP TS 26.132 [5].
NOTE:	The term “table-mounted hands-free” is suggested here instead of “desktop hands-free”, as used in e.g., TS 26.132. The intention for this is to explicitly address also different/larger setups like e.g., conferencing scenarios with multiple microphones and loudspeaker arrays.

[bookmark: _Toc151064796][bookmark: _Hlk149912105]5.1.1.6	Loudspeaker Mode (Receive)
The test setup for loudspeaker hands-free UE for receive direction is shown in Figure 4. It applies to advanced (mostly larger) playback systems and/or in case the previous RCV-UE-types are not applicable to a certain device.
[image: ]
[bookmark: _Ref150178002]Figure 4: Loudspeaker hands-free UE and test equipment

[bookmark: _Ref150940825][bookmark: _Toc151064797]5.1.1.7	Electrical interface (Send + Receive)
The test setup for electrical interface UE for send and receive directions is shown in Figure 5. It applies to all devices that do not provide integrated or associated equipment for capturing and/or reproduction of immersive audio. Note that the interface is not necessarily digital (Bluetooth, USB, or digital audio interfaces), it could also be an analogue jack plug, which provides up to two channels in receive and also send direction (see Recommendation ITU-T P.382 [7]). Optionally, the device might provide an additional input for head tracking data that can be used for rendering the receive direction (format/hardware interface for further study…?).
[image: ]
[bookmark: _Ref150178039]Figure 5: Electrical interface UE and test equipment

5.2	Test conditions

5.3	[other general definitions?]

5.4	Test methods in the sending direction
5.4.1	Stereo capture
5.4.2	Object-based audio capture
5.4.3	Scene-based audio capture
5.4.3.1	Sending frequency response of captured Ambisonics components
5.4.3.2	Sending directional response of captured Ambisonics components
5.4.3.3	 Direction of arrival estimation under free-field propagation conditions
[bookmark: _Toc532295028][bookmark: _Toc151064806]5.4.3.3.1	Definition
Direction of arrival (DOA) is defined as the spherical angle  pointing towards the sound source. DOA is relative to the capture device position. This measurement compares the DOA estimation with the ground-truth DOA under free-field propagation conditions. 
Note: The DOA estimation performance in reverberant environments may be different and is not covered by this test.
 
[bookmark: _Toc532295029][bookmark: _Toc151064807]5.4.3.3.2	Test conditions
Free-field propagation conditions
-	The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
-	The free-field sound propagation conditions shall be observed down to a frequency of 200Hz.
[Test environment noise floor]
[Editor’s note: The test environment noise floor may not have to specified in this clause. Likely, a general clause for the whole specification is sufficient.]
Loudspeaker array 
A real or simulated loudspeaker array comprising L loudspeakers located at a set of predefined directions (ii i=1,...,L , from the geometric center of the loudspeaker array shall be used.

[bookmark: _Toc532295030]5.4.3.3.3	Measurement for Scene-based audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with B-format output. The codec shall be operated with scene-based input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be FOA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The B-format scene-based audio format representation is captured.
d)	The intensity parameter is calculated from the B-format capture   using the equation: 

NOTE:	The intensity is calculated in frequency domain and per subframe. Further steps are thus performed with subframe accuracy.
e)	The direction of arrival estimation   is calculated based on the intensity parameter using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
[bookmark: _Hlk132101080]f)  The estimated direction of arrival (estest is compared to the ground truth angle (ii. 
[Editor’s note: Potentially in several frequency bands and potentially time averaged. Weighting could be done similarly as in MASA case by estimating subframe energies and energy ratios.] 

If the sending UE is properly implemented in terms of directionality, phase and scaling of Ambisonics components, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the Ambisonics components from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound. 

5.4.3.3.4	Measurement for Metadata-assisted spatial audio
For each loudspeaker position (ii i=1,...,L , the following procedure shall be used:	
a) The UE under test is connected to a test system composed of a 3GPP wireless system simulator and reference client with an IVAS session established with metadata-assisted spatial audio format output. The codec shall be operated with Metadata-assisted spatial audio input format at [512] kbit/s. The audio input format and bitrate shall be reported. The decoder/renderer option shall be MASA.
b) [TBD] test signal of [TBD s] length is played over the loudspeaker.
Editor’s note:	The impact of codec on the test signal needs to be verified before performing the measurements.
c)	The Metadata-assisted spatial audio format representation is captured. The MASA representation includes estimated source angles and energy-related quantities per time frequency tiles, which are further analysed as follows.
d)	The direct-to-total ratio times energy weighted azimuth and elevation angles (in radians) are mapped into Cartesian coordinate vectors ,  and  over all subframes and frequency bands:





where  is the index of the frequency bands and  is the index of the subframes.
[Editor’s note: Signal length [TBD] = , where total number of subframes K = 1,2,…k,]
e)	The direction of arrival estimation (estest is calculated based on the mapped Cartesian coordinate vectors using the equations:
, 
,
Where the arctan function is assumed to be the computational variant “atan2” that solves the correct quadrant automatically
f)  The estimated direction of arrival  is compared to the ground truth angle (ii. 
[Editor’s note: Potentially in several frequency bands and potentially time averaged.]

If the sending UE is properly implemented in terms of directionality and the energy ratio analysis for the MASA metadata, the DOA metric is expected to correspond to the ground truth angle. The DOA angle calculated from the MASA metadata from the UE capture system shall be within some tolerances w.r.t. the ground truth angle to the incident sound.
[bookmark: _Toc151064808]5.4.3.3.5	Comments for DOA test method design
Based on experimental evidence, the following points should be taken into an account:
-	The DOA analysis based on analysing FOA and MASA signals were found to produce nearly equivalent results.
-	Extreme angles should be handled accordingly. At the extreme angles, the absolute angle error can be very large, while the distance between the estimated sound source locations is small.
-	(Mean) absolute angle error metric may not be the most applicable error calculation method. It should be examined whether e.g., spherical distance would be more suitable error metric
-	Placement of the DUT is very critical for the test. It is suggested that the test should be performed multiple times, with replacement of the DUT between the measurements.
-	Cone-of-confusion errors may occur in measurements of small devices with a limited number of microphones. These errors could be handled by e.g., limiting the measurement points or ignoring such errors if the number of errors is within acceptable limits. 
-	The applicability of the DOA test method for HOA capture is ffs.

[bookmark: _Hlk156284454]5.4.3.4	Directivity test of FOA using virtual microphones

5.4.3.5	Scene-based audio spatial separation with two simultaneous acoustic sources in free-field propagation conditions and FOA decoding

5.4.3.6	Spatial separation for multiple acoustic sources based on multichannel output

5.4.4	Channel-based audio capture

5.4.5	Metadata-assisted spatial audio capture

5.5	Test methods in the receiving direction

· End of First Change -
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