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1. Introduction
Split rendering is not only useful to AR/MR devices. We want it on AR/MR devices because such wearable devices usually have limited computational power, while we need high fidelity content delivery since AR/MR content is immersive and multi-sensory. Such scenarios could also be met with conventional computational devices that have 2D display hardware and 3D audio playback ability. If we want high fidelity graphic and acoustic rendering results on mobile phones or TV, split rendering would be a flexible and cost efficient solution.

Currently, we do not have a specification for 3D audio split rendering for 2D display devices. A solution would be to render binaural audio on cloud, and then stream the end-result signal to local UE. However, with this solution, user-input-to-sound latency is highly affected by network latency. It would be nice if we could split the 3D audio rendering process into remote and local parts, and stream a more flexible intermediate representation (IR) from server to client side. Local UE could quickly fetch output signal from IR using post rendering.

Another merit we could have is to unify the audio coding and split rendering procedure between AR/MR devices and conventional devices. Developers could setup split rendering pipeline once, and run audio rendering on any type of device.
To sum up, defining split rendering for 3D audio on conventional 2D devices could have the following benefits:
· Reduce user-input-to-sound latency caused by current remote audio rendering pipeline
· Reduce developer's work by unifying audio coding and rendering pipeline between novel AR/MR apps and conventional 2D apps

2. Discussion and Suggestion
2.1. Device design types
· Given that, we propose to add remote rendering with conventional display terminals (mobile phones / televisions / cinemas) + 3D audio output terminals (TWS / home theater / theater speaker arrays)
· A universal system design can be described as below:
· (Optional) Server side
· UE with conventional 2D screen
· Mobile phone / laptop
· TV / projector
· Audio Output
· TWS (personal planar computing terminal) 
· Speaker (Home Entertainment Center)

2.2 Connectivity scenarios
· Smart Phone / Laptop as UE, TWS as audio output device
· Pre rendering happens on Cloud/Edge side, post rendering happens on smart phone / laptop UE, head pose estimation happens on TWS

· Pre rendering happens on Cloud/Edge side, head pose estimation and post rendering happens on TWS

· Pre rendering happens on Cloud/Edge side, intermediate rendering happens on UE, head pose estimation and post rendering happens on TWS

· TV / Projector as UE, SoundBar / multi-channel speaker system as audio output device
· Pre rendering happens on Cloud/Edge side, post rendering happens on soundbar / multii-channel loudspeaker system

· Pre rendering happens on Cloud/Edge side, post rendering happens on TV / projector UE.

· Pre rendering happens on Cloud/Edge side, intermediate rendering happens on UE, post rendering happens on soundbar / multii-channel loudspeaker system

2.3 Functional Design
	Functional attribute 
	Constraint

	Immersive audio formats of native coding format
	· All required [stereo and] immersive IVAS encoder input formats according to Pdoc IVAS-4 shall be supported
· 6Dof sound field representation，including：
· 6Dof object-based audio with source and scene metadata
· 6Dof navigatable ambisonics via interpolation between 3dof sound fields (for example, ambisonic) at different 3d locations

	Head-trackability of immersive audio formats.
	The head-trackability of the immersive audio formats of the native coding format shall be retained. Preservation of the DOF level is the objective, reduced DOF levels may be provided. Note: an audio format supported by the native coding system may be 6-DOF head-trackable, i.e., around rotation alone 3 axes (yaw, pitch, roll) and translation along 3 axes (x, y, z). The Split Rendering system should retain this possibility. Complexity or bit rate reduced variants may reduce this to lower DOF levels like rotation-only(3-DOF), or yaw-only correction (1-DOF).

	Non-diegetic audio support
	The solution shall support (1DOF 3DOF 6DOF) diegetic audio and (0-DOF) one channel non-diegetic audio and two channel (stereo or binaural) non-diegetic audio. It shall be possible to overlay post rendered audio obtained from instances operated with diegetic and non-diegetic audio.



2.4 Physical Design
· Added 6DOF constraint for post rendering 
· Added Server-side pre-rendering algorithmic latency
	· Physical attribute
	· Constraint

	· Algorithmic motion-to-sound latency in head-tracked rendering operation or other listener perspective change
	· 0-DOF: no constraint 
· 1-DOF: [30] ms for rotations around corrected axis (in post rendering), for other axes no constraints 
· 2-DOF: [30] ms for rotations around corrected axes (in post rendering), for the remaining axis no constraint 
· 3-DOF: [30] ms for rotations around all axes (in post rendering)
· 6-DOF (in post rendering): 
· [30] ms for rotations around all axes and 
· [50] ms for translation along all axes

	· Server-side pre-rendering algorithmic latency
	· 0-DOF: [30] ms
· 1-DOF: [30] ms
· 2-DOF: [30] ms
· 3-DOF: [30] ms
· 6-DOF: [30] ms 



2.5 Performance Design
· Added performance requirement comparing split rendering solutions and fully-remote solution
	Split Rendering Solution

	Referenece

	QoE Requirement


	· Pre rendering is done on server
· Post rendering is done in UE
	Fully-remotely rendered result
	QoE provided by split rendering solution shall be no worse than Referenece


	· Pre rendering is done on server
· Post rendering is done in audio output device 

	Fully-remotely rendered result

	QoE provided by split rendering solution shall be no worse than Referenece

	· Pre rendering is done on server
· Intermediate rendering is done in UE
· Post rendering is done in audio output device
	Fully-remotely rendered result
	QoE provided by split rendering solution shall be no worse than Referenece



3. Conclusion
This Doc is to propose addition of conventional audio device types and according connectivity scenarios to convey immersive audio experience to some extent. To be more functional and versatile, more considerations on functional, physical and performance design are also added. 
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Figure1. Universal system diagram for split rendering on conventional display terminals
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