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[bookmark: foreword][bookmark: _Toc163769551]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc163769552]
1	Scope
[bookmark: references]The Technical Report presents …
[bookmark: _Toc163769553]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 26.522: "5G Real-time Media Transport Protocol Configurations".
[3]		3GPP TS 23.501: "System architecture for the 5G System (5GS)".
[4]	IETF RFC 8872: "Guidelines for Using the Multiplexing Features of RTP to Support Multiple Media Streams".
[5]	IETF RFC 5761: "Multiplexing RTP Data and Control Packets on a Single Port".
[6]	3GPP TR 23.700-70: "Study on architecture enhancement for Extended Reality and Media service (XRM); Phase 2".
[7]	IETF RFC 8285 (2017): "A General Mechanism for RTP Header Extensions", D. Singer, H. Desineni, R. Even.
[8]	IETF RFC 3711: "The Secure Real-time Transport Protocol (SRTP)".
[9]	IETF RFC 9335: "Completely Encrypting RTP Header Extensions and Contributing Sources".
[10]	IETF RFC 6904 (2013): "Encryption of Header Extensions in the Secure Real-time Transport Protocol (SRTP)", J. Lennox.
[11]	IETF RFC 8402 (2018): "Segment Routing Architecture".
[12]	IETF RFC 791 (1981): "Internet Protocol".
[13]	IETF RFC 5109: "RTP Payload Format for Generic Forward Error Correction (ULP FEC): Uneven Level Protection, different redundancies for different packets with different importance".
[14]	IETF RFC 8627: "RTP Payload Format for Flexible Forward Error Correction (Flex FEC): flexible FEC".
[15]	IETF RFC 6681: "Raptor Forward Error Correction (FEC) Schemes for FECFRAME: FEC scheme based on the Raptor".
[16]	IETF RFC 6865: "Simple Reed-Solomon Forward Error Correction (FEC) Scheme for FECFRAME: FEC scheme based on Reed-Solomon".
[17]	IETF RFC 5053: "Raptor Forward Error Correction Scheme for Object Delivery".
[18]	IETF RFC 6330: "RaptorQ Forward Error Correction Scheme for Object Delivery".
[19]	IETF RFC 6363: “Forward Error Correction (FEC) Framework”.
[20]	IETF RFC 8854: “WebRTC Forward Error Correction Requirements”.

[bookmark: definitions][bookmark: _Toc163769554]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc163769555]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc163769556]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc163769557]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
AL-FEC	Application-Layer Forward Error Correction
HE	(RTP) Header Extension
SRTP	Secure RTP

[bookmark: clause4][bookmark: _Toc163769558]4	Architectural Assumptions and Requirements
[bookmark: _Toc163769559]4.1	Architectural Assumptions
<void>
[bookmark: _Toc163769560]4.2	Architectural Requirements
<void>
[bookmark: _Toc22192646][bookmark: _Toc23402384][bookmark: _Toc23402414][bookmark: _Toc26386411][bookmark: _Toc26431217][bookmark: _Toc30694613][bookmark: _Toc43906635][bookmark: _Toc43906751][bookmark: _Toc44311877][bookmark: _Toc50536519][bookmark: _Toc54930291][bookmark: _Toc54968096][bookmark: _Toc57236418][bookmark: _Toc57236581][bookmark: _Toc57530222][bookmark: _Toc57532423][bookmark: _Toc163769561]5	Key Issues
[bookmark: _Toc26386412][bookmark: _Toc26431218][bookmark: _Toc30694614][bookmark: _Toc43906636][bookmark: _Toc43906752][bookmark: _Toc44311878][bookmark: _Toc50536520][bookmark: _Toc54930292][bookmark: _Toc54968097][bookmark: _Toc57236419][bookmark: _Toc57236582][bookmark: _Toc57530223][bookmark: _Toc57532424][bookmark: _Toc163769562]5.1	Key Issue #1: Inaccuracy of the PDU Set Size (PSSize) information
[bookmark: _Toc26386413][bookmark: _Toc26431219][bookmark: _Toc30694615][bookmark: _Toc43906637][bookmark: _Toc43906753][bookmark: _Toc44311879][bookmark: _Toc50536521][bookmark: _Toc54930293][bookmark: _Toc54968098][bookmark: _Toc57236420][bookmark: _Toc57236583][bookmark: _Toc57530224][bookmark: _Toc57532425][bookmark: _Hlk500943653][bookmark: _Toc163769563]5.1.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769564]5.2	Key Issue #2: QoS handling requirements for lonely PDU
[bookmark: _Toc163769565]5.2.1	Description
In the FS_5G_RTP_Ph2, one objective is to study the 2.	Issues around "lonely" PDU, as identified by SA2.
In the LS from SA2, S2-2313691/S4-240168, a question is sent to ask SA4 for the feedback as following.  
SA2 in Rel-18 has agreed that the PSA UPF marks, in the downlink, each N6-unmarked PDU (lonely PDU) with PDU Set information into a PDU Set over N3/N9. As a consequence, RAN will apply the PDU Set QoS parameters, e.g. apply the PDU Set Delay Budget (which is assumed to be larger than the PDB, if applicable) for the lonely PDU.  
Questions: Will applying PDU Set QoS parameters to these lonely PDUs pose any issue from application perspective? If yes, what is the issue?
SA2 will not change the agreement to map N6-unmarked PDUs to PDU Sets over N3/N9 in Rel-18. However, since this topic may be in the scope of the FS_XRM_Ph2 study, SA2 would like to get feedback from SA4 on the questions above.
For a single PDU which doesn't belong to any PDU Set, the 5GS shall handle such lonely PDU as a single PDU Set following the PDU Set QoS parameters. Furthermore, a lonely PDU does not carry the RTP header extension for PDU Set marking defined in TS 26.522 and thus cannot convey any PDU Set Information to the 5GS. It’s proposed to study:
-	whether there is any issue when applying PDU Set QoS parameters to the lonely PDUs from the application layer perspective?
-	how to handle the issue of missing PDU Set Information in case of lonely PDUs
Editor’s Note: Collaboration with SA2 is needed.
[bookmark: _Toc163769566]5.3	Key Issue #3: Enhancements for application-layer FEC support
[bookmark: _Toc163769567]5.3.1	Description
Commercial adoptions may use application layer FEC (AL-FEC) as documented in clause 5.7.4 of TR 26.926. In RTC AL-FEC may optionally be used, but the usage is currently not documented. The objective of this key issue is to:
-	study and summarize the AL-FEC schemes that may be used as available in IETF standards and also the status of identified commercial deployments. A summary and categorization based on different aspects of the implementation such as complexity, arbitrary loss resilience, keeping the source stream unaltered will be studied. In addition, other potential gaps may be identified.
-	recommend adoption of one or more FEC schemes in 3GPP specifications for specific use cases such as split rendering, in case a clear benefit and a path forward is identified by the group for these use cases.
NOTE:	The outcome of this key issue should be shared in communication with SA2 to inform them about potential usage of AL-FEC in the RTC solutions developed by SA4 (and referenced by SA2). 
NOTE:	The outcome of this key issue should be the basis for developing solutions for FEC awareness for PDU Set handling in Key Issue #4.
[bookmark: _Toc163769568]5.4	Key Issue #4: AL-FEC awareness for PDU Set handling
[bookmark: _Toc163769569]5.4.1	Description
The application layer FEC mechanisms are widely used to improve packet transmission robustness in the presence of packet losses without going through packet retransmissions that create a delay often incompatible with real-time constraints. 
In the draft TR 23.700-70 [6] of FS_XRM_Ph2, Key Issue #1 is proposed to study the enhancement of PDU Set handling including Application-Layer Forward Error Correction (AL-FEC) encoded PDU Sets, as shown below:
whether, what and how PDU Set based handling (e.g. new standardized 5QI, enhancements to Alternative QoS profiles, FEC, etc.) and PDU Set information (including Control Plane and/or User plane information) provided by the AF/AS are enhanced.
The basic idea is to expose AL-FEC related information to the NG-RAN via the control plane or user plane. The AL-FEC related information could be redundancy information or marks to differentiate among source and repair PDUs of a PDU Set etc. Based on the AL-FEC awareness, the NG-RAN may optimize the PDU Set delivery over the air interface accordingly (e.g., by discarding redundant PDUs of AL-FEC encoded PDU Sets). In the context of this cross-layer design, it is important to understand how to expose the AL-FEC information to the communication network (UPF, RAN) to enable intelligent resource allocation. Furthermore, there are intricate interactions to consider between the application and the network. In particular, the network dropping extra PDUs of a PDU Set encoded with AL-FEC, if any, may send a false signal to the application on the packet loss rate and the congestion level in the network. This may lead to undesired adaptation from the application such as increased redundancy ratio and reduced sending rate. It is thus important to understand the interactions between the application and the network in the case of AL-FEC and intentional packet dropping by the network and the impact on the media performance. 
Therefore, it’s proposed to study:
-	benefits of AL-FEC awareness for PDU Set handling given application and network interactions in the context of 3GPP, if any;
-	whether and how to assist the 5GS to get aware of the AL-FEC;
-	for AL-FEC awareness for PDU Set handling, how to avoid/minimize the impact to the application layer, if any.
Editor’s Note: Collaboration with SA2/RAN2 is needed. 
Editor’s Note: This Key Issue is based on the study on the Key Issue #3: Enhancements for application-layer FEC support.

[bookmark: _Toc163769570]5.5	Key Issue #5: RTP transport of XR metadata
[bookmark: _Toc163769571]5.5.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769572]5.6	Key Issue #6: PDU Set marking for XR streams with RTP end-to-end encryption
[bookmark: _Toc163769573]5.6.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769574]5.7	Key Issue #7: RTCP messages to better support XR services in 5G
[bookmark: _Toc163769575]5.7.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769576]5.8	Key Issue #8: RTP retransmission in supporting XR services in 5G
[bookmark: _Toc163769577]5.8.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769578]5.9	Key Issue #9: Feasibility of RTP multiplexing options for transport of XR media streams
[bookmark: _Toc163769579]5.9.1	Description
In RTP, different streams typically use different ports even if they are in the same session, this is standard RTP delivery of audio/video streams. 
For RTP streams multiplexing in a single RTP session, the SSRC is generally used for multiplexing and demultiplexing as described in RFC 8872 [4]. 
In addition, RTCP messages typically use their own port, sometimes combining RTCP and RTP on the same port is referred to as RTP/RTCP multiplexing, this has benefits in terms of reducing the overhead, but introduces about 5 percent extra bandwidth on the RTP stream. In this case, the RTP and RTCP traffic can be multiplexed and demultiplexed using the shared second Byte of the UDP payload (i.e., the RTCP packet type and the RTP M bit & RTP payload type) as described in RFC 5761 [5]. 
In WebRTC the same port may be used for RTP, RTCP and different streams.
It is proposed to:
-	study and document existing options for RTP multiplexing.
-	identify the potential gaps on support of different use cases.
[bookmark: _Toc163769580]5.10	Key Issue #10: Use cases and intended deployment scenarios for enhancements of RTP header extension for PDU Set marking
[bookmark: _Toc163769581]5.10.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769582]5.11	Key Issue #11: Enhancements of RTP header extension for PDU Set marking
[bookmark: _Toc163769583]5.11.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769584]5.12	Key Issue #12: End of Data Burst Marking
[bookmark: _Toc163769585]5.12.1	Description
Editor’s note:	This clause provides a description of the key issue.
[bookmark: _Toc163769586]5.13	Key Issue #13: Applicability of the RTP header extension for PDU Set marking to different PDU Set types
[bookmark: _Toc163769587]5.13.1	Description
In the Rel-18 work, it was mainly assumed in TS 26.522 [2] that the PDU Set framework is applied to PDU Sets comprising either video frames or slices. However, the PDU Set definition in TS 23.501 [3] does not limit a PDU Set to be a video frame or slice.
PDU Set: One or more PDUs carrying the payload of one unit of information generated at the application level (e.g., frame(s) or video slice(s) etc. for eXtended Reality (XR) Services). All the PDUs of a PDU set are transmitted within the same QoS Flow.
The objective of this key issue is to study the applicability of the PDU Set concept for the cases where the PDU Set is not a video frame or slice.
This key issue aims at addressing the following points:
-	Study and document applicability criteria of PDU Set marking to different media types and formats.
-	Whether and how to apply PDU Set marking to non-video data: metadata, audio, text, image.
-	Whether and how to apply PDU Set marking to picture partitioning constructs other than slices such as tiles.


[bookmark: _Toc26431228][bookmark: _Toc30694626][bookmark: _Toc43906648][bookmark: _Toc43906764][bookmark: _Toc44311890][bookmark: _Toc50536532][bookmark: _Toc54930304][bookmark: _Toc54968109][bookmark: _Toc57236431][bookmark: _Toc57236594][bookmark: _Toc57530235][bookmark: _Toc57532436][bookmark: _Toc163769588]6	Solutions
[bookmark: _Toc22192650][bookmark: _Toc23402388][bookmark: _Toc23402418][bookmark: _Toc26386423][bookmark: _Toc26431229][bookmark: _Toc30694627][bookmark: _Toc43906649][bookmark: _Toc43906765][bookmark: _Toc44311891][bookmark: _Toc50536533][bookmark: _Toc54930305][bookmark: _Toc54968110][bookmark: _Toc57236432][bookmark: _Toc57236595][bookmark: _Toc57530236][bookmark: _Toc57532437][bookmark: _Toc16839382][bookmark: _Toc163769589]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	
	

	
	<Key Issue #1>
	<Key Issue #2>

	#1
	
	

	#2
	
	



[bookmark: startOfAnnexes][bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc93070684][bookmark: _Toc163769590]6.1	Solution #1: Different PDU Set types to support handling of immersive media
[bookmark: _Toc163769591]6.1.1	Key Issue mapping
This solution addresses key issue #13 on the Applicability of the RTP header extension for PDU Set marking to different PDU Set types.
[bookmark: _Toc163769592]6.1.2	Description
In addition to frames and slices, video PDU Sets can be defined as other sub-picture constructs such as H.265/HEVC tiles.
Such PDU Sets are particularly relevant for immersive media use cases, where it could be beneficial to assign different importance to different regions of a picture, for example depending on content saliency and user’s viewing direction, as in the example of 360-degree video streaming. However, as the usage of tiles is not limited to 360-degree video streaming, the solution may also apply to other kinds of immersive media, such as volumetric video.
This allows a dynamic spatial adaptation of the PSI based on user’s viewport and/or other content-related metadata. Depending on the selected criteria (e.g., the user’s actual viewport), the sender can dynamically modify the PSI for each tile at different time points. Alternatively, the sender may consider a group of tiles as a PDU Set to reduce the number of PDU Sets contained within a picture.
The sender may determine the PSI for the PDU Sets belonging to a region based on the likelihood of that region corresponding to the user’s viewport. For example, if a tile is likely to fall outside the user's viewport, it is assigned a higher PSI for that time point. Hence, it is more likely to be dropped in case of congestion. Later, if it becomes more likely to fall inside the user's viewport, it is assigned a lower PSI.
The figure below shows an example where the left picture is divided into 12x6 tiles and the right picture into 8x4. The blue colur shows the current viewport region, and the grey colour shows the background region. The PSI values assigned by the sender for a given time point are shown inside each tile. When the picture is split into a greater number of tiles (left), the sender may set the viewport center with higher importance and gradually reduce the importance as the distance increases from the viewport center. PSI values for the tiles on the boundaries may be decided depending on the portion of the tile that falls into the viewport. In the example shown on the left, the sender assigns PSI=5, if more than 50% of a tile falls inside the viewport, and PSI=6, if a tile overlaps with the viewport but less than 50% of it falls inside the viewport. Also, the sender may distinguish between the background tiles that are outside but close to the viewport (set to PSI=10 in the example) and the other background tiles that are far from the viewport (set to PSI=15 in the example). With a smaller number of tiles, 8x4 as in the example on the right, the sender can perform the PSI assignment in a coarser manner.
[image: A close-up of a number

Description automatically generated]
Figure 6.1.2-1. Example tiling and PSI assignment.
In the current PDU Set handling framework, the network is unaware of what application data unit is marked as a PDU Set by the sender. When sub-picture constructs such as tiles are marked as PDU Sets, it may be beneficial for the network to be aware of the PDU Set type/structure used by the application to adequately configure the scheduling or the PSI-based discard, if it is used. For example, if the network knows that PDU Sets are tiles, the RAN may decide to apply a more relaxed discard mechanism to PDU Sets, knowing that it is not as critical as discarding an entire frame. The PDU Set type can be indicated by the application in the RTP header extension for PDU Set marking or via control plane signalling, for example as an extension to the Protocol Description provided by the AF.
The solution is also suitable for the next generation codec (H.266/VVC) that makes use of a more flexible partitioning mechanism called sub-pictures.

[bookmark: _Toc163769593]6.2	Solution #2: Gap analysis on the QoS requirements for lonely PDU
[bookmark: _Toc163769594]6.2.1	Key Issue mapping
This solution intends to give gap analysis on the KI#2: QoS handling requirements for lonely PDU.
[bookmark: _Toc163769595]6.2.2	Description
According to TS 23.501 [3], in case a single PDU doesn't belong to a PDU Set based on the Protocol Description for PDU Set identification, the UPF still maps it to a PDU Set and determines the PDU Set Information accordingly. In this case, both the single PDU and the PDUs belonging to a PDU Set are in the same service data flow and the single PDU is delivered to the UE in the DL direction following the PDU Set QoS parameters.
There could be different scenarios where the application server may send the PDU Sets and single/lonely PDUs in the same service data flow which can be detected by the 5GS. For a single data flow in a service data flow, as described in Annex A.2.2.1 of TS 26.522 [2], it is generally recommended that the network function considers Non-VCL NAL units (e.g. SPS NAL unit) as part of the PDU Set of the associated VCL NALUs, e.g. identified by the same timestamp. When PDU Set marking is activated, there should be no lonely PDUs in the service data flow. There are other scenarios where lonely PDUs and PDUs belonging to a PDU Set are multiplexed in a single service data flow as following. 
-	Scenario #A: RTP streams multiplexed in a single RTP session. In this scenario, multiple RTP streams are multiplexed in a single RTP session which is carried over a single service data flow. For example, the audio and video streams are multiplexed in a single RTP session, while the PDU Set feature is needed for the video streams. Similarly, when FEC or RTP retransmission feature is enabled, the corresponding repair packets or retransmission packets may also be multiplexed with the original video stream. The 5GS cannot distinguish different RTP streams multiplexed in a single service data flow and has to take the PDUs in other RTP streams as lonely PDUs. 
-	Scenario #B: RTP data and control packets are multiplexed on a single port. In this scenario, the RTP and RTCP flows are carried over a single service data flow. When the PDU Set feature is needed for the RTP flow(s), the 5GS cannot distinguish the RTP and RTCP traffic and has to take the RTCP traffic as lonely PDUs. 
As can be seen from the above, one key reason for the lonely PDU handling is that the PDUs belonging to a PDU Set and the lonely PDUs are carried over a single service data flow and the 5GS cannot differentiate the multiplexed data flows in a single service data flow.
Therefore, it is clear that 
-	the co-existence of lonely PDUs and PDUs belonging to a PDU Set in a single service data flow can be due to the lack of the capability to differentiate multiplexed media flows for 5GS.  
Editor’s Note:	Other scenarios for the co-existence of lonely PDUs and PDU Set is FFS.
And the QoS requirements for multiplexed media streams could be different. For example, the QoS requirements for audio and video streams could be different. 
For PDU Set based QoS handling, the PDU Set QoS parameters are introduced in TS 23.501 [3] as following: 
-	PDU Set Delay Budget, which defines an upper bound for the delay that a PDU Set may experience for the transfer between the UE and the N6 termination point at the UPF.
-	PDU Set Error Rate, which defines an upper bound for the rate of PDU Sets that have been processed by the sender of a link layer protocol (e.g., RLC in RAN of a 3GPP access) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g., PDCP in RAN of a 3GPP access).
-	PDU Set Integrated Information, which indicates whether all PDUs of the PDU Set are needed for the usage of the PDU Set by the application layer in the receiver side.
If the NG-RAN receives PDU Set QoS Parameters, it enables the PDU Set based QoS handling and applies PDU Set QoS Parameters. When the PDU Set QoS parameters are available, they will supersede the PDU QoS parameters (i.e. PSDB/PSER supersedes the PDB/PER).
For the corresponding PDU QoS parameters, they are at a per packet granularity including the per-packet latency requirement (i.e. packet delay budget), the per-packet loss rate requirement (i.e. packet loss rate), etc. From the application perspective, the PDU Set QoS parameters and the PDU QoS parameters should reflect the same network requirements while at different granularities. Therefore, QoS requirements for multiplexed media streams could be different and applying the PDU Set QoS parameters to a single PDU could be an issue.
In addition, as discussed in draft TR 23.700-70 [6], how to support the traffic detection and QoS mapping for multiplexed data flows is ongoing in SA2 Rel-19 FS_XRM_Ph2 as shown below:
This key issue proposes study traffic detection and QoS Flow mapping in 5GS for different media streams multiplexed within a single end-to-end transport connection.
-	How to identify multiplexed traffic flows with different QoS requirements within a single transport connection.
-	How to do QoS Flow mapping for traffic flows with different QoS requirements.
-	Whether and what information needs to be provided from AF for traffic detection.
-	Whether and how AF provides QoS requirements of different traffic flows to the 5GS.
Via the potential R19 enhancements in 5GS, it is possible to differentiate the multiplexed RTP streams or RTP/RTCP flows, which may avoid the co-existence of lonely PDUs and PDUs belonging to a PDU Set. 
[bookmark: _Toc163769596]6.2.3	Conclusion
Based on the gap analysis in the above, it is proposed to make the following conclusions. 
-	QoS requirements for multiplexed media streams could be different and applying the PDU Set QoS parameters to a single PDU could be an issue.
-	The co-existence of lonely PDUs and PDUs belonging to a PDU Set in a single service data flow may be due to the lack of the capability to differentiate multiplexed media flows for 5GS.
Editor’s Note: 	Whether multiplexing is the only reason for lonely PDUs and whether the handling of multiplexed data flows in R19 SA2 FS_XRM_Ph2 are FFS.

[bookmark: _Toc163769597]6.3	Solution #3: SRTP Usage for end-to-end encryption
[bookmark: _Toc163769598]6.3.1	Key Issue mapping
Solution to key issue number #6 PDU Set marking for XR streams with RTP end-to-end encryption using SRTP.
[bookmark: _Toc163769599]6.3.2	Description
When end-to-end encryption is applied, methods of inspecting the video bitstream will not work for PDU Set detection and NAL syntax cannot be read, neither. 
Besides, when the RTP is tunneled over an end-to-end encrypted channel, the method of RTP header extension for PDU Set Marking in TS 26.522 [2] will not work, neither. 
As the RTP header extension (HE) for PDU Set marking uses the general mechanism for RTP Header Extensions from RFC 8285 [7], it is not encrypted in secure RTP solution RFC 3711 [8]. Therefore, the SRTP could potentially be used together with RTP HE for PDU Set marking. 
In Release 18 of TS 26.522 [2] SRTP is supported, so this solution requires limited changes to TS 26.522 [2] but some explicit text.
NOTE: Some cases when the RTP HE is also encrypted, e.g., RFC 6904 [10], RFC 9335 [9], are FFS.
[bookmark: _Toc163769600]6.4	Solution #4: The importance of accuracy in PSSize
[bookmark: _Toc163769601]6.4.1	Key Issue mapping
[We here discuss Key issue #1, providing justification and a potential solution.]
[bookmark: _Toc163769602]6.4.2	Description
[The PDU Set Size (PSSize) is calculated at the RTP packet source, including the RTP/UDP/IP packet headers, and is indicated in the “PDU Set marking” RTP header extension. The PSSize seen by the UPF may be different from the indicated PSSize value in the RTP header extension due to various reasons, including, but not limited to:
-	NAT64 or NAT46, as noted in [2].
-	IP fragmentation, where each increment in the number of IP packets adds an additional size worth of an IP packet header to the PSSize
-	TURN, where the TURN server may add a STUN message header, a STUN attribute, and transport address, as noted in [S4aR230110].  
Editor’s note: The above Tdoc reference must be replaced or removed before publication of this TR.
-	Segment Routing, where an ingress router adds to the IP packet a list of segment identifiers for the segments in the Segment Routing domain [11]. This has an impact on RAN only if UE is part of the Segment Routing domain.
These reasons may individually or jointly affect the accuracy of the PSSize, for example, both NAT46 and IP fragmentation may happen to the IP packets of a PDU Set.] 
Editor’s note: The above bracketed text is tentatively agreed.
Although the impact of those reasons on the size of a single IP packet seems insignificant, a PDU Set may consist of many IP packets and the aggregate impact can still be significant. If the PSSize for which gNB schedules is less than the actual PSSize, when the last packets arrive it may take gNB one or more slots to schedule them, therefore delaying the delivery of the PDU Set, which is detrimental to low-latency applications such as XR applications. The opposite can also happen, which wastes resources. 
Therefore, we have the following observation:   
Observation 1: it is important to make the PSSize accurate for low-latency applications. 
There are efforts to correct the impact of NAT46/64 on the PSSize [11][S4-231305]. However, these efforts are not able to tackle other causes. Moreover, the list of causes in the introduction clause is not complete – even if we list all possible causes today, novel network protocols that change the PSSize are likely to be deployed in the future. We have the following observation:
Editor’s note: The above Tdoc reference must be replaced or removed before publication of this TR.
Observation 2: A generic solution for correcting the PSSize is preferred.  
The UPF is the gateway to the 5G core. A UPF may handle a very large amount of traffic. In fact, some network operators have very few UPFs. Therefore, any solution that requires UPF to take action, such as addition, subtraction and multiplication, is undesirable. We have the following observation:
Observation 3: To reduce the UPF complexity, it is preferred not to require UPF to correct the PSSize.  
When we don’t know the causes, how do we correct the error? There is a similar problem in physical-layer communication, where the channel seen by a receiver is the result of reflection and refraction of many unknown objects in the radio propagation environment. The solution there is to measure the channel by the sender sending a pilot signal known to the receiver and the receiver comparing the pilot signal and the received signal. We borrow the measurement idea, and the counterpart of the ‘pilot signal’ is the indicated PSSize value in the RTP header extension and the counterpart of the ‘received signal’ is the observed PSSize. If a PDU Set is delivered successfully, the UE will observe the same PSSize (by summing the sizes of all PDUs of a PDU Set) as the gNB does.  
Once the UE figures out the difference between the indicated PSSize and the observed PSSize, it can signal to the sender on how to pre-compensate for the PSSize.   
Proposal 1: UE computes the difference between the actual PSSize and the indicated PSSize, and signals the difference to the RTP sender for PSSize pre-compensation.  
Specifically, the UE calculates a correction ratio - the actual PSSize to the indicated PSSize ratio – and sends the correction ratio to the RTP sender. The RTP sender pre-compensates the PSSize by multiplying the PSSize and this correction ratio.
To validate the effectiveness of the proposed method, we tested the method on video sequences. The results below are for the Racehorse video sequence, and the video encoder is H.264 with a target NAL Unit size of 1400 bytes. The average video frame size is 22.377 kB. The cumulative distribution of the slice size (with each slice encapsulated into an IP packet) is shown in Figure 6.4.2-1. Note that there are a significant number of sizes uniformly distributed between 0 and around 1300 bytes.
NAT46 occurs in the network. 
[image: ]
Figure 6.4.2-1: Slice size distribution
Scenario 1 (MTU=576 bytes):
The MTU size is set to 576 bytes (considered as a ‘safe’ MTU, because it is the IP packet size that all IPV4 nodes need to support [12]). This leads to fragmenting a packet size of 1400 bytes into three IP packets. As a result, the error in the PSSize comes from two sources: the presence of NAT46 and IP fragmentation. For the measurement-based correction method, the correction ratio is initialized to 1. 
NOTE: The network configuration, e.g., NAT46 and MTU, typically changes much slower than the time scale of the feedback delay which is on the order of RTT. Thus, the feedback mechanism does not cause instability.
NOTE: As needed feedback - The UE can adapt the rate of feedback based on the observed error in the PSSize and a threshold on the tolerance of error.
The correction ratio (blue line) is shown in Figure 6.4.2-2.
[image: ]
Figure 6.4.2-2: Correction for the per-frame feedback (blue line) and one-time feedback (red line). 
The various PSSize’s are shown in Figure 6.4.2-3. The errors in the PSSize are shown in Figure 6.4.2-4. Without PSSize correction, the mean absolute error of the PSSize is 1616 bytes; with PSSize correction assuming NAT46 only, the mean absolute error is 1283 bytes; with the proposed measurement based PSSize correction, the mean absolute error is 27.5 bytes.
[image: ]
Figure 6.4.2-3: The actual PSSize (cyan line) vs the PSSize without PSSize correction (blue line), the PSSize with measurement-based correction (red) and the PSSize with the ‘NAT46/64 only correction’ (green).
If the UE sends the feedback once during the transmission of the video sequence, without further correction ratio received, the sender will use a correction ratio of 1 for future frames. The correction ratio is shown by the red curve in Figure 6.4.2-2. The mean absolute error is 23.9 bytes, which is lower than the error when per-frame (or per PDU Set) feedback is used. This is because the first frame is an I-frame with a large size and the estimated ratio based on it tends to be more accurate than the estimates obtained in other smaller sized frames which are P frames.
Observation 4: For measurement-based PSSize correction, one-time feedback can be more accurate than more-frequent feedback.

[image: ]
Figure 6.4.2-4: PSSize error for the cases of without correction (blue), with correction assuming NAT46 only (green), and with the proposed measurement-based correction with per-frame feedback(red) for Scenario 1.
Scenario 2 (MTU=1300 bytes):
This is to show the effect of MTU size. The MTU size is set to 1300 bytes. A typical packet of 1400 bytes is fragmented into 2 packets. The errors in the PSSize are shown in Figure 6.4.2-5. The mean absolute error in the PSSize are 963.3 bytes, 630.0 bytes and 24.7 bytes for the case of no PSSize correction, NAT46 only correction and measurement-based correction, respectively.
With one-time feedback, the error is 20.7 bytes, again lower than the error of per-frame feedback 24.7 bytes.
We see that the respective errors decrease compared to smaller MTU size. However, the errors for case of no PSSize correction and the case of NAT46 only correction are still significant.
[image: ]
Figure 6.4.2-5: PSSize error for the cases of without correction (blue), with correction assuming NAT46 only (green), and with the proposed measurement-based correction with per-frame feedback(red) for Scenario 2.
From the results, we observe that:
Observation 5: The proposed pre-compensation based PSSize correction method effectively reduces the PSSize error.
For the ‘NAT46/64 only correction’ method to work, the sender needs to be aware of the presence of NAT46/64. The awareness may be obtained by feedback from the receive on the type of the IP address type seen by the receiver. The feedback may be one time during a session, and can be done by SDP signaling in a similar way in [S4-231809].
Editor’s note: The above Tdoc reference must be replaced or removed before publication of this TR.
TS 26.522 [2] provides guidelines for preventing IP fragmentation, either through path MTU discovery or by assuming a conservative MTU size at the sender in generating IP packets. Path MTU discovery needs support from the routers on the end-to-end path and incurs communication overhead, and a conservative MTU size may lead to unnecessarily small IP packet sizes which come with a higher packet header cost (i.e., the ratio of the size of packet headers to the size of the media). We consider the guidelines as a solution for IP fragmentation prevention.
We compare the three solutions. The first criteria is whether the solution is generic, i.e., whether the solution can tackle multiple and even unknown causes to the error in the PSSize. The criteria ‘need support from the network?’ means whether the network needs to be configured (e.g., configured to support path MTU discovery) to enable a solution.
Observation 6: Pros and Cons of the three solutions

	Solution
	Generic
	Accuracy
	Need support from the network?
	Communication overhead?
	Need spec change?

	NAT46/64 only correction
	No
	Low
	No
	Low
	Yes

	IP fragmentation prevention guidelines
	No
	Low
	Yes if use path MTU discovery;
no if use conservative MTU size.
	Moderate if use path MTU discovery;
none if use conservative MTU size.
	No

	Measurement-based correction
	Yes
	High
	No
	From low (one-time feedback) to high (per PDU Set feedback)
	Yes



[bookmark: _Toc163769603]6.5	Solution #5: Introduction of AL-FEC schemes defined in IETF
[bookmark: _Toc163769604]6.5.1	Key Issue mapping
This maps to Key Issue #3.
[bookmark: _Toc163769605]6.5.2	Description
IETF defined a few AL-FEC schemes including the codes, packet formatting and transmission methods, as detailed below. Some of them are Maximum Distance Separable (MDS) codes, meaning that they enable a receiver to recover the k source symbols from any set of k received encoded symbols.
-	Non-MDS FEC schemes:
-	FlexFEC: or Flexible Forward Error Correction, as defined in RFC 8627 [14]:
-	FlexFEC relies on XOR operation in generating repair packets from source packets.
-	FlexFEC currently is supported in the WebRTC implementation (RFC 8854 [20]).
-	The encoding may be done in 1-dimensional or 2-dimensional fashion.
-	A repair packet may protect a limited number of source packets.
-	In the WebRTC implementation, the amount of redundancy depends on the packet loss rate, bitrate and RTT.
-	The source packets have the same RTP packet format as regular packets without FEC, and the repair packets carry encoding information in the FEC Header (shown below) indicating which of the source packets are protected by this repair packet.
-	Note that the FEC Header is part of the RTP payload and becomes invisible in the case of SRTP.
[image: A list of text on a white background

Description automatically generated]
Figure 6.5.2-1: RTP packet format for the repair packet for FlexFEC.
-	ULPFEC: or Uneven Level Protection Forward Error Correction, as defined in RFC 5109 [13]:
-	ULPFEC is similar to FlexFEC in the encoding operation but has the additional feature of providing multiple FEC levels for different parts of an application data unit.
-	ULPFEC currently is supported in the WebRTC implementation.
-	The source packet (called media packet in RFC 5109 [13]) follows the same RTP packet format without FEC, and the repair packet (called FEC packet in RFC 5109 [13]) follow the format shown below. Note that multiple FEC levels (protection levels) are supported. 
-	Again, the FEC Headers will be invisible in the case of SRTP.
[image: ]
Figure 6.5.2-2: RTP packet format for ULPFEC
-	MDS or near-MDS schemes:
-	Reed-Solomon (RS) FEC: defined in RFC 5510 and RFC 6865 [16].
-	RS FEC codes are MDS. 
-	They are commercially deployed in for example Meta Messenger. 
-	The source packet format and the repair packet format are shown in Figure 6.5.2-3.
[image: ]
Figure 6.5.2-3 Format of the source packet and repair packet for RS FEC
-	Raptor: defined in RFC 5053 [17].
-	Raptor is a fountain code, i.e., as many encoding symbols as needed can be generated by the encoder on-the-fly from the source symbols of a source block of data. The decoder can recover the source block from any set of encoding symbols only slightly more in number than the number of source symbols.
-	RaptorQ: defined in RFC 6330 [18].
-	RaptorQ is a fountain code.
-	RaptorQ codes provide superior flexibility, support for larger source block sizes, and better coding efficiency than Raptor codes. The RTP schemes for RaptorQ and Raptor are defined in RFC 6681 [15].
[bookmark: _Toc163769606]6.5.3	Categorization
Table 6.5.3-1 categorizes available standardized FEC schemes from IETF based on different criteria. 
In addition, for RFC 6681 [15] and 6865 [16], and generally for the underlying FEC framework in RFC 6363 [19], the source data may be modified which may affect backwards compatibility of endpoints not supporting FEC and the application of encryption (i.e., if it happens before or after FEC). 
For Raptor RaptorQ different schemes are defined in RFC 6681 [15]. 
-	arbitrary sequence/arbitrary packet flow this needs additional information in the source packets
-	single sequenced flow -> there is no change to the source packets
This is why in the fourth column both options yes and no are marked. 
Performance is considered good if there is general repair capability for any loss without introducing too much latency. Performance is considered medium if there is general repair capability for any loss but introducing some latency and complexity. Performance is poor when reliability is still not guaranteed.
Table 6.5.3-1: Categorization of AL-FEC schemes for RTP in IETF
	Name
	RFC
	Type
	Format of source packets unchanged/
backward compatible
	Resilience to Arbitrary packet loss
	Flexible redundancy
	Overhead
(bytes)
	Performance (repair capability)
	MDS (incl. approximate MDS)

	ULP FEC
	5109
	Parity/ XoR
	Yes
	No 
	Yes
	High
	Low
	No

	FlexFec
	8627
	Parity/ XoR
	Yes
	No
	Yes
	High
	Low
	No

	Raptor/ RaptorQ
	6681
	Fountain/ LT
	Yes/No 
	Yes
	Yes
	Medium
	Good
	Yes

	Reed Solomon
	6865
	Polynomial
	No
	Yes
	Limited
	Medium
	Good
	Yes


 

6.X	Solution #X: <Solution Title>
[bookmark: _Toc500949098][bookmark: _Toc92875661][bookmark: _Toc93070685]6.X.1	Key Issue mapping
Editor's note:	This clause lists the key issue(s) addressed by this solution.
[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686]
6.X.2	Description
[bookmark: _Toc500949101]Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details. 
[bookmark: _Toc250980595][bookmark: _Toc326037266][bookmark: _Toc510604411][bookmark: _Toc92875665][bookmark: _Toc93070689][bookmark: _Toc310438366][bookmark: _Toc324232216][bookmark: _Toc326248735][bookmark: _Toc510604412]
[bookmark: _Toc163769607]7	Overall Analysis
Editor's note:	This clause provides analysis of different solutions.
[bookmark: _Toc163769608][bookmark: _Toc92875666][bookmark: _Toc93070690]7.x	Analysis for Key Issue #x
[bookmark: _Toc163769609]8	Conclusions
Editor's note:	This clause will list the conclusions that have been agreed during the study item activities.
[bookmark: _Toc163769610]8.x	Conclusions for Key Issue #x
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