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Introduction
This contribution is for consideration under the IVAS [1] and ISAR [2] work items. It describes a candidate split rendering solution for the IVAS Codec and constitutes one of the ISAR deliverables for candidate solutions to be considered in the selection of an ISAR split rendering solution of the IVAS codec standard targeted in Phase/Track 2/a of the ISAR work [1]. 
[bookmark: _Toc396649169][bookmark: _Toc396649373][bookmark: _Toc396649522][bookmark: _Toc396649188][bookmark: _Toc396649392][bookmark: _Toc396649541][bookmark: _Toc228691366][bookmark: _Toc228691367]Description of Split Rendering solution
The solution, when applied to the IVAS codec, supports split rendering between a capable device or network node (where the IVAS decoding and rendering happen) and a less capable device with limited computing resources and motion-sensing for head-tracked binaural output. Split Rendering support consists of three core components, a metadata-based pose correction scheme (in CLDFB domain), a coding scheme in CLDFB domain for low-complexity low-delay stereo coding (LCLD) and the pre-existing coding scheme LC3plus [4]. 
The metadata-based pose correction scheme allows adjusting in a lightweight process a binaural audio signal originally rendered for a first pose according to a second pose. In split rendering context, the first pose is the potentially outdated lightweight-device pose available at the pre-renderer while the second pose is the current and accurate pose of the lightweight-device. The metadata is calculated at the capable device or network node based on additional binaural renditions at probing poses different from the first pose. For increasing degrees-of-freedom (DOF) an increasing number of additional binaural renditions at different probing poses is required. The metadata is transmitted to the lightweight device along with the coded binaural audio signal rendered for the first pose. 
The binaural audio signal rendered to the first pose is encoded using one of the two codecs, LCLD or LC3plus. The two codecs have complementary properties giving implementors the freedom to make individual trade-offs between complexity, memory, latency, and rate-distortion performance and to implement a design that is optimized for a given IVAS service and hardware configuration. The coding scheme for the binaural audio signal defaults based on the domain the binaural renderer operates in, with LCLD being the default for CLDFB-based rendering and LC3plus being the default where rendering is performed in time-domain. The default can also be overwritten, meaning that irrespective of the rendering domain, either the LCLD or the LC3plus codec or even transmission over a PCM interface may be selected. The latter allows using further coding solutions for the binaural audio signal. 
The split rendering can operate at various DOFs, ranging from 0-DOF (no pose correction) to 3-DOF (pose correction on the three rotational axes yaw, pitch, roll) at bit rates from 256 kbps (0-DOF) to 384 - 768 kbps (3-DOF).  

The solution is illustrated in the following picture.
[image: ]Figure 1: Head tracked Binaural Split Rendering for IVAS Codec

Advantages of Split Rendering solution
Complexity Aspects
End-device complexity
The main benefit of the provided split rendering solution for the IVAS codec is that it offers up to 3-DOF head-tracked binaural rendering for lightweight devices. To assess this benefit, a comparison the above-defined reference systems is made, i.e., compared with the native IVAS decoding/rendering system and the 0-DOF IVAS transcoding system. The comparison is made for the respective configurations available at the bit rate 768 kbps for SR decoding and post rendering and various bitrates for native IVAS decoding/rendering. The results are shown in Table 1.
The complexity comparison of Table 1 illustrates the complexity benefit with the split rendering solution compared to full IVAS decoding and rendering (native IVAS decoding/rendering reference) with a complexity reduction of around 80 to 90%. 

Table 1: Complexity comparison of end-device operations with split rendering vs reference systems  
	Input audio format
	[bookmark: _Hlk142832859]SR decoding and post rendering (3-DOF) 
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	[bookmark: _Hlk142832910]Native IVAS decoding/rendering (3-DOF) 
[wMOPS] [3]
	0-DOF IVAS transcoding  [wMOPS] [3]

	
	operated at 768 kbps (total)
	operated at worst-case bit rate
	operated at 256 kbps
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(1 0-DOF, i.e. binaural audio decoding only, no pose correction
Pre-renderer complexity
The complexity benefits at the end-device enabled by split rendering come at the expense of increased complexity at the pre-rendering device/network node. However, for the important worst case of HOA3 audio coded at 512 kbps, as shown in [6], the total complexity for IVAS HOA3 encoding, decoding and 3-DOF pre-renderer operations remains confined to the limits of complexity level 3, i.e. 10xEVS complexity, as defined in the IVAS design constraints IVAS-4 [5].  
Memory Aspects
End-device memory
The split renderer approach offers corresponding advantages in terms of memory consumption when comparing to the reference systems. Table 2 presents the results of a static RAM analysis of the split rendering solution operated at different relevant bit rates in comparison with the corresponding memory needs of the reference systems. The comparison is made for the respective configurations available at the bit rate 768 kbps for SR decoding and post rendering and various bitrates for native IVAS decoding/rendering.
The memory comparison of Table 2 illustrates the memory savings with the split rendering solution compared to full IVAS decoding and rendering. A memory reduction of up to around 85% is achieved.
Beyond RAM savings, the split renderer approach also leads to very substantial ROM (PROM and table ROM) savings since it makes implementing the full IVAS decoder on the lightweight end-device unnecessary.  
Table 2: RAM (static) comparison of end-device operations with split rendering vs reference systems
	Input audio format
	SR decoding and post rendering (3-DOF) 
[kWords]
	Native IVAS decoding/rendering (3-DOF) 
[kWords] [3]
	0-DOF IVAS transcoding 
[kWords] [3]

	
	operated at 768 kbps (total)
	operated at worst-case bit rate
	operated at 256 kbps

	FOA
	RAM (heap + stack): 
3DOF (with LC3plus): 67.51 
3DOF (with LCLD): 67.87
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Pre-renderer memory
Like for complexity, the memory benefits at the end-device enabled by split rendering come at the expense of increased memory at the pre-rendering device/network node. However, as shown in [5] for the important worst case of HOA3 audio coded at 512 kbps, the total static RAM required for encoding, decoding and 3-DOF pre-renderer operations remains clearly below the limits of complexity level 3, as defined in the IVAS design constraints IVAS-4 [5], i.e. clearly below 10xEVS RAM.  
Latency Aspects
[bookmark: _Hlk142750982][bookmark: RANGE!A7]The native IVAS decoding/rendering system should also be considered the golden reference in terms of end-to-end algorithmic delay. A system involving transcoding of the binaural audio signal is likely to increase the end-to-end algorithmic delay. Accordingly, for assessing the additional algorithmic delay induced by the proposed Split Rendering solution, a comparison is made against that reference. The other relevant reference is the 0-DOF IVAS transcoding system that remains a viable option if full IVAS decoding and head-tracked rendering is not possible on the lightweight end device. This system performs IVAS decoding and head-tracked binaural rendering in the capable UE or network node and then re-encodes the binaural audio signal with the IVAS stereo coding mode. This form of transcoding adds 12 ms end-to-end algorithmic delay, which is required for the stereo coding look ahead.
For comparison, Table 3 presents the algorithmic delay increase for the proposed split rendering system depending on whether pose correction is done at the lightweight end-device (i.e. 1-3-DOF or 0-DOF) and depending on the domain in which pre-rendering in the capable device/network node is done. As seen, for input audio formats rendered in CLDFB domain (such as SBA or MASA), the algorithmic delay is not increased by the split rendering solution. With input audio formats that are rendered in time domain, 5 ms delay increase are unavoidable for 1-3-DOF pose correction. For the 0-DOF case, the additional algorithmic delay is limited to 2.5 ms.
Compared to the additional delay induced by the 0-DOF IVAS transcoding system, the additional delay for the Split Rendering solution is substantially lower despite offering 3-DOF pose correction at the lightweight device. While the 0-DOF IVAS transcoding system would have an end-to-end delay clearly exceeding the IVAS design constrain limit of 40 ms, the proposed split rendering solution allows staying below that limit depending on renderer domain. 
[bookmark: _Hlk142845534]Table 3: Algorithmic delay increase compared to native IVAS decoding/rendering system
	System
	DOF
	Renderer domain
	[bookmark: _Hlk142836676]Algorithmic delay increase compared to native IVAS decoding/rendering [ms]

	Proposed SR system
	1-3
	CLDFB domain
	0

	
	
	Time domain 
	5

	
	0
	CLDFB domain
	0

	
	
	Time domain 
	2.5

	[bookmark: _Hlk142836235]0-DOF IVAS transcoding
	0
	Any
	12


 
Audio Quality Aspects
Besides the ISAR selection tests that have evaluated the candidate Split Rendering solution, audio quality aspects of the solution were extensively studied during the IVAS codec Public Collaboration. Various tests [6]-[17] demonstrate the ability of the proposed split rendering solution to perform 1-DOF to 3-DOF pose correction including the ability of the binaural audio coding schemes to preserve adequate audio quality. 
Further documentation, evaluation results and source code
The presented split rendering solution has initially been submitted as contributions [6], [7], [18] – [21], [15] – [17] to the IVAS codec Public Collaboration. These contributions provide further detailed documentation. In the context of the Public Collaboration various evaluations by the original contributors and by several cross-checking parties were made available [8]-[14], [17]. The source code along with detailed operation instructions is available as branch on the Git server of the IVAS codec Public Collaboration [22]. 
Conclusion
This contribution describes the candidate Split Rendering solution for the IVAS codec by the IVAS Codec Public Collaboration. As demonstrated in this contribution and along with the other ISAR deliverables, the suggested Split Rendering approach for the IVAS codec achieves to
· Reduce complexity and memory requirements for operation on a lightweight end-device substantially compared to native IVAS decoding and head-tracked rendering on such a device,
· Support all audio formats required by the IVAS codec design constraints and all IVAS coding modes (bit rates),
· Have minimum impact of IVAS QoS/QoE in terms of induced additional algorithmic end-to-end delay, 
· Have merely small quality impact compared to native IVAS decoding and head-tracked binaural rendering on lightweight end-device and substantial quality gain compared to a 0-DOF IVAS transcoding system relying on IVAS stereo coding of the IVAS decoded and binaurally rendered audio signal.
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