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* * * First Change * * * *

[bookmark: _Toc129708869][bookmark: _Toc156922628]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[bookmark: _Ref148350764][1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[bookmark: _Ref148352440][2]	3GPP TS 26.250: "Codec for Immersive Voice and Audio Services (IVAS); General overview".
[bookmark: _Ref156571882][3]	3GPP TS 26.251: "Codec for Immersive Voice and Audio Services (IVAS); C code (fixed-point)".
[bookmark: _Ref149637002][4]	3GPP TS 26.253: "Codec for Immersive Voice and Audio Services (IVAS); Detailed Algorithmic Description incl. RTP payload format and SDP parameter definitions".
[bookmark: _Ref149925863][5]	3GPP TS 26.258: "Codec for Immersive Voice and Audio Services (IVAS); C code (floating point)".
[bookmark: _Hlk162963516][6] 	3GPP TS 26.249: " Immersive Audio for Split Rendering Scenarios; Detailed Algorithmic Description of Split Rendering Functions".

		* * * Next Change * * * *
[bookmark: _Toc156922633][bookmark: _Toc156922634]4	General
4.1	IVAS receiver side processing
The codec for Immersive Voice and Audio Services is part of a framework comprising of an encoder, decoder, and renderer. An overview of the audio processing functions of the receive side of the codec is shown in Figure 4.1-1. This diagram is based on [2], with rendering features highlighted.
[image: ]
[bookmark: _Ref148425583]Figure 4.1-1:	Overview of IVAS audio processing functions – receiver side.
Interfaces:
3: Encoded audio frames (50 frames/s), number of bits depending on IVAS codec mode
4: Encoded Silence Insertion Descriptor (SID) frames
5: RTP Payload packets
6: Lost Frame Indicator (BFI)
7: Renderer config data
8: Head-tracker pose information and scene orientation control data
9: Audio output channels (16-bit linear PCM, sampled at 8 (only EVS), 16, 32, or 48 kHz)
10: Metadata associated with output audio
Please note that the interface numbering is consistent with IVAS General Overview [2].
[bookmark: _Toc156922635]4.2	IVAS rendering
Rendering is the process of generating digital audio output from the decoded digital audio signal. Rendering is used when output format is different than input format. In case output format is the same as input format, the decoded audio channels are simply passed through to the output channels. Binaural rendering is a special case, where binaural output channels are prepared for headphone reproduction. This process includes head-tracking and scene orientation control, head-related transfer function processing, and room acoustic synthesis. Rendering for loudspeaker reproduction is also supported for preset or custom loudspeaker configurations.
IVAS rendering is available as an integral component of the IVAS decoder (internal renderer) or can be operated standalone as external rendering. The external renderer can be applied e.g., in the case of rendering outputs originating from multiple sources, such as decoders or audio streams.
IVAS rendering features reflect related design constraints, including:
-	support for provisioning of HRIR/BRIR filter sets as control data for binaural rendering. The format of HRIR/BRIR data is provided in clause 5.10 of [5],
-	support for default HRIR/BRIR sets for binaural rendering,
-	support for head-tracking data as control data for binaural audio rendering in quaternions and in Euler notation. The format of head-tracking data is provided in clause 5.11 of [5],
-	support for binaural reverb and early reflections controlled by reverb parameters, the format of reverb parameters is provided in clause 5.14.1, and in Annex B of [5].
[bookmark: _Hlk162468918][bookmark: _Hlk162963652]A special feature of the renderer is that it supports split operation with pre-rendering and transcoding to a head-trackable intermediate representation that can be transmitted to a post-rendering end-device. This enables moving a large part of the processing load and memory requirements for IVAS decoding and rendering to a (more) capable node/UE while offloading the final rendering end-device. The IVAS specific split rendering functionality is mostly described in TS 26.253 [4] whereas more generic split rendering functionality is specified in TS 26.249 [6].
This document provides a high-level specification of the internal (clause 5) and external renderer (clause 6). Furthermore, the rendering library interface is provided (clause 67). Split rendering is described on high level in clause 8. Specific rendering algorithms and processing paths are out of scope of this specification and are provided in TS 26.253 [4]. 
		* * * Next Change * * * *
[bookmark: _Toc156922648]8	Split rendering
IVAS supports split rendering wherein the process of binaural rendering and headtracking is split between a main device (pre-renderer) and a light-weight head-worn device (post-renderer). The split-rendering architecture in IVAS is such that the complexity at the post-renderer is substantially less than the complexity of the IVAS decoder and renderer. 
There are two architectures of split rendering supported in IVAS. The first architecture extends IVAS decoder and internal renderer to perform the pre-rendering part of split renderer, whereas the post rendering is done using a separate post-renderer. In the second architecture, the IVAS decoder runs in pass-through mode and the IVAS external renderer is extended to perform the pre-rendering part of split renderer. The respective pre- and post-rendering functions are specified in [4] clauses 7.6.2 and 7.6.6.
Note that the latter architecture also applies to the case where a custom external renderer is connected to the IVAS decoder through the rendering interface. In that case, the external renderer can connect to pre-renderer functions according to [4], clause 7.6.8.   
* * * End of Changes * * * *
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