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1. [bookmark: _Toc504713888]Introduction
In this contribution, we describe a potential solution for using Avatars in IMS calls. The call flow describes how an IMS session can invoke the usage of animated Avatars as 3D immersive representations of the call participants.
1. Enhancements to the SA2 IMS Architecture
Enhancements to the IMS architecture are anticipated to provide support for Avatars in AR calls. The following figure depicts the enhanced architecture for AR calls with Avatars.
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Figure 1: Enhanced architecture for AR calls with Avatars
The Digital Asset Repository (DAR):
-	The DAR stores Avatar assets, which include the base Avatar model and any personalized accessories. The assets are associated with a particular user and access to them is restricted. The owner is able to update the assets that are stored in the DAR. Participants in an AR call are authorized to access the base Avatar and a selected subset of accessories during the lifetime of the call. 
The following new reference points are added:
-	DAR1: Reference point between the UE and the DAR. It is used by the UE to upload and update the base Avatar model and its associated accessories. The UE uses DAR1 to set the default Avatar configuration for future AR calls (e.g. which garments the Avatar has on). This configuration may also be updated at the start or during an ongoing AR call. The reference point is also used to temporarily authorize other participants to access the selected subset of the Avatar for the AR call. 
-	DAR2: Reference point between the UE or MF/MRF to access the base Avatar model of another participant at the start or during an AR call. The assets may be accessed separately and at different levels of detail. The access is restricted to authorized users. This authorization may include the necessary decryption keys/licenses to decrypt the Avatar assets.
Both DAR1 and DAR2 reference points may typically use HTTPS with appropriate authorization mechanisms, such as OAuth 2.0.
1. Procedures
The procedures in this section are based on the following assumptions:
-	Animation of the Avatar is either done on the receiving UE (UE-B) or is delegated to the MF/MRF.
-	Network rendering is not performed but can easily be added as an independent step to the AR call.
The following figure depicts the call flow that is used to establish and operate an AR call with at least one participant offering an Avatar representation of themselves. 


The main steps of the call flow are as follows:
1.	UE-A generates or updates a conformant Avatar representation of the user and uploads it to the Digital Asset Repository. The representation may include the Avatar base model as well as other accessories, such as garments. UE-A may upgrade each of the components independently.
2.	UE-A and UE-B establish an IMS session that includes audio, video, and a bootstrap data channel that is used to distribute the initial scene description to both participants.
3.	The AR Application Server generates the scene for the AR session and sends it over the data channel to the MF/MRF. The scene may include an Avatar representation of UE-A and UE-B. The AR Application Server may update the scene during the lifetime of the IMS session by sending scene updates to the receivers.
4.	The MF/MRF forwards the scene description to UE-A and UE-B over the established data channel. Each participant may share their own proposed updates to the scene, e.g. by adding new nodes.
5.	UE-B discovers the presence of UE-A’s Avatar in the scene. If UE-B determines to apply Avatar communication, UE-B sends a request to the Digital Asset Repository to access UE-A’s Avatar base model. 
6.	The Digital Asset Repository authorizes UE-B’s access to UE-A’s Avatar base model for the duration of the call. This step may involve the checking of the IMS session details and the authentication of UE-B. It may also include the checking of which assets and which level of details are to be shared.
7.	If successfully authorized, the Digital Asset Repository shares the selected subset of UE-A’s Avatar base model and assets with UE-B.
NOTE:	Steps 5-7 are optional and may be performed between MF/MRF and DAR, in case the animation is performed at the MF/MRF instead of at UE-B. The communication between DAR and UE-B or MF/MRF is via HTTPS.
There are two alternatives for the animation process:
Option A: Animation at the receiver:
8.	In case the animation streams are generated at the sender (UE-A), UE-A uses its input data, e.g. the camera feeds and the user voice to generate the animation streams.
9.	UE-A then sends the animation streams to the MF/MRF.
10.	Alternatively, UE-A sends the media streams that are used to generate the animation streams to the MF/MRF. These streams may include video streams from user’s cameras and/or user’s captured audio streams.
11.	In that case, the MF/MRF generates the animation streams from the received media streams.
12.	The MF/MRF then sends the animation streams, which it received from UE-A or generated itself, to UE-B.
13.	UE-B animates UE-A’s Avatar based on the downloaded Avatar base model and the received animation streams and then renders it as part of the scene.
Option B: Animation at the MF/MRF:
14.	In case the animation streams are generated at the sender (UE-A), UE-A uses its input data, e.g. the camera feeds and the user voice to generate the animation streams.
15.	UE-A then sends the animation streams to the MF/MRF.
16.	Alternatively, UE-A sends the media streams that are used to generate the animation streams to the MF/MRF. These streams may include video streams from user’s cameras and/or user’s captured audio streams.
17.	In that case, the MF/MRF generates the animation streams from the received media streams.
18.	The MF/MRF animates and reconstructs UE-A’s Avatar using the animation streams to match the current user’s body pose and facial expressions. The output of this step may be a retargeted 3D mesh.
19.	The reconstructed 3D Avatar is then sent to UE-B for rendering.
1. Proposal
We propose to adopt the contents of sections 2 and 3 to the permanent document of FS_AVATAR.
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