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Introduction
A major difference between immersive voice and audio transmission and classical telephony is the capture of the acoustical scene. Hence, the nature of sound sources will be different also in testing.
With classic telephony, solely the UE user’s voice is of interest. For testing, the HATS is positioned at a fixed position typical for the envisioned UE type and its mouth is used for test stimulus playback. For immersive voice and audio, the entirety of the acoustic scene is of interest. This can be the voice of one or more users of the UE (e.g., in conferencing UE) but also other types of sound sources (e.g., music instruments, nature sounds, …). Hence, additional sound sources than the user’s own voice have to be considered and have to be varied in direction.
Very different sound source arrangements have been proposed for the existing test methods. However, for the practical feasibility of the tests, harmonization of arrangements and also simplification is required. As it will be very difficult to reach an agreement here, a minimum compromise should be considered that covers a wide range of UE types and keeps the test setup complexity within reasonable limits.

Requirements on test setup
In practice, a vast majority of sound sources is located in or close to the horizontal plane relative to the UE. Focusing on the horizontal plane could greatly simplify the test setup, due to e.g., reduced number of necessary sound sources/loudspeakers or room height.
Besides such feasibility aspects, it should be considered who will apply the new/revised TS 26.260/261 for which purpose. As already indicated in the ATIAS WID ("The overall objective of this work item is to develop a set of test specifications similar to TS 26.131 and 26.132 [...]", S4-190271), the acoustical UE characterization ensures interoperability based on minimum performance requirements – and may be even used for qualification/certification procedures between suppliers, manufacturers, network operators, regulation authorities, etc., for which typically third-party measurement labs are involved.
To increase the acceptance in the industry of these new/revised test specifications, formal and practical efforts should be as low as possible to conduct the test procedures. This affects for example the currently specified requirements on certain loudspeaker arrays and/or free-field characteristics of the test room. This would be an additional investment for, e.g., test labs that already offer testing according to TS 26.131/132, but do not yet meet all new requirements on the room and/or equipment.
On the other hand, it is of course known and recognized that testing immersive UEs generally involves higher requirements than, for example, testing handset/headset/handheld UEs. The currently specified test room requirements (i.e., anechoic/free-field above 200 Hz) are sufficiently strict to accommodate testing of any immersive audio applications that are in scope of IVAS/ATIAS. However, simplifications and a balanced trade-off between feasibility and technically necessary test equipment/room conditions should be considered whenever possible (see also clause 5).
[bookmark: _Ref162286862]Consideration of different capture applications
Besides several physical test arrangements (see clause 2.1 in Pdoc), it is anticipated that UEs will mainly be developed for two purposes in send direction: 
-	Immersive speech communication
Such UE types are (mainly) intended to capture speech signals from one or multiple talkers, while distances, positions and/or acoustic properties of the room will be maintained as good as possible. However, it is also assumed that such devices will be equipped with typical signal processing capabilities (automatic gain control, noise reduction, echo cancellation, dereverberation, etc.) to enable – if possible – full duplex two-way communication with the far end. The latter aspects imply that it can be expected that artificial test signals (like e.g., white/pink noises, sine tones, sweeps, CSS-bursts, AM-FM-modulated as per P.501, etc.) are suppressed, attenuated, and/or distorted. The main test signal to be used for these devices should be speech, which is played back via (one or more) HATS (or equivalent stand-alone mouth simulator), representing a realistic and reprodicible talker(s).
-	Immersive ambient sound capture
Such UE types are (mainly) intended to capture an acoustic scene in a realistic and natural way and is not necessarily focussed on conversational services. This does not exclude the presence of signal processing in general; in some cases, annoying signal components like e.g., moderate stationary noises may also be attenuated. In contrast to speech communication UEs, there are in general less restrictions on the test signals to be used, i.e., it is assumed that the signal processing of these devices targets at a transparent transmission of the captured sound field. However, in doubt, realistic test signals should always be preferred over sine tones or noise-like signals. Test methods focus on the accuracy of the captured spatial properties (like e.g., omnidirectional versus directional signal components). For best possible reproducibility of test results across labs, this implies that the test sound field generated in the lab must be accurately defined.
Note that this differentiation was also already indicated in the WID (S4-190271):The overall objective of this work item is to develop a set of test specifications similar to TS 26.131 and 26.132 for objective characterization of terminals for 3GPP immersive services. This covers both conversational services based on MTSI / telepresence and non-conversational services.
Extended Test Setup Description
Given the above premises, an acoustic test setup for different immersive speech communication UEs could look as shown in Figure 1. The UE is set up according to the UE type (see clause 2.1 of Pdoc). A HATS (or equivalent stand-alone mouth simulator) is used as a single sound source in a fixed distance. In order to test different source directions, the UE can be mounted on a turntable. This allows the UE to be oriented in such a way that the desired source direction is achieved. In the case of table-mounted UE, the table could also be mounted on the turntable. If the user is considered as an important part of the acoustic setup (e.g. with hand-held or headset), he/she is simulated by a HATS that is also mounted on the turntable. For more complex tests such as spatial separation, another sound source may be added to the setup.
It is suggested to consider the information on different sound sources of Figure 1 for the figures/setups in subclauses 2.1.1 to 2.1.7 of the Pdoc. 
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[bookmark: _Ref161666913][bookmark: _Ref161666905]Figure 1: Test Setups for send tests with different UE types


Ambient Sound Field Reproduction
As mentioned in section 3 for immersive ambient sound capture, the test equipment reproduces a sound field that is captured, processed, and encoded by the UE. Measurements like the currently proposed send frequency response (see Pdoc 4.1) currently require a specific loudspeaker arrangement for playback of the test sound field. However, besides the geometry of such an array, the actual purpose of this array (reproduction of a certain test sound field) and how it is achieved (specifications/performance of the loudspeakers, type of loudspeaker equalization, etc.) is not specified. The current description indicates that the loudspeakers are considered as (ideal) point-sources under free-field conditions to realize a (partial) Ambisonics playback system.
For these reasons, it is proposed to specify requirements on the target sound field (e.g., in Ambisonics domain, with defined tolerances, at different positions/distances/frequencies, etc.) to be generated by the test equipment at the UE instead of a specific loudspeaker array. Depending on how the test sound field is generated, it would allow the usage of different loudspeaker arrays for reproduction and/or might possibly allow more relaxed test room requirements. A similar approach was already used for traditional terminal testing in TS 26.131/132, where the ambient noise reproduction according to ETSI TS 103 224 is specified to generate a target sound field at specific locations (ears or microphone array) within a certain tolerance.

Basic test methods in send
Overview
Even though the ATIAS Pdoc contains several proposals for testing the immersive capture capabilities of an UE, the assessment of several basic measures are still missing:
-	Send loudness
-	Send Delay
-	Send Frequency Response (for several IVAS modes, see Pdoc 4.1)
Based on a single recording, the following subclauses propose a simple way to determine all basic measures at once – even though the test arrangement include only limited immersive content.
Loudness
For send loudness, an initial proposal for a common analysis was made in S4-231931, which assumes that an encoded IVAS bitstream is captured at the point-of-interconnect (POI) and decoded by a reference client. The first option could be to decode the bitstream to a specific ( TBD) channel-based format and then apply the LKFS loudness measure according to ITU-R BS.1770, as shown in Figure 2.	Comment by Arvi Lintervo (Nokia): We recall, that during the last discussion one options for send loudness assessment was Binaural renderer with P.700, but not included here?

Loudness may be dependent on the directions/scene. Specify different requirements for different directions and/or diffuse field etc?

Input signals should be specified, impact of the excitation to the loudness should be considered. 

There may be need to define different method for different scenarios/use-cases (loudness with multiple talkers, loudness in presence of ambient noise, etc) -> ffs

How to structure the requirements; per format, directional, diffuse?
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[bookmark: _Ref150248829]Figure 2: BS.1770 LKFS calculation with channel-based decoding/rendering
A second option is shown in Figure 3 could be to decode the IVAS bitstream to mono, which would allow a wider range of commonly used metrics like ITU-R BS.1770, SLR according to ITU-T P.79, ASL according to ITU-T P.56, etc.
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[bookmark: _Ref150250197]Figure 3: SLR/Level calculations based on IVAS mono decoding
For both options, it is proposed that the acoustic/electric insertion of the input signal…
-	is defined per UE type (see Pdoc 2.1), for example: 
-	Headset UE: HATS/sound source with a level of [-4.7 dBPa + X dB] is positioned at a distance [1 m] in front of the HATS wearing the UE.
-	Handheld UE: UE is positioned at a distance of 30 cm in front of the HATS, level is -1.7 dB Pa (same setup and level as in TS 26.132).	Comment by Arvi Lintervo (Nokia): Should this be -4.7 dBPa at MRP?	Comment by Reimes, Jan: For hands-free, an additional gain of +3 dB is typically added (according to ITU-T P.340), but it‘s indeed not considered in TS 26.132.
-	Table-mounted UE: UE is positioned on test table at a distance of [40-100] cm in front of HATS/sound source with a level of [-4.7 + X] dBPa.
-	Electrical interface UE: Depending on the interface/input audio format, a (simulated/pre-recorded) representation of one of the setups above is inserted.
-	is independent of the IVAS mode. However, the bitrates to be used for these basic tests should be defined per mode.

Delay
To determine the UE delay in send, it is proposed to use the same recording as for the send loudness, i.e., the decoded mono signal and the speech source played back at MRP. Independent of the UE type, the delay analysis from TS 26.132 can be conducted to determine TS, as shown in Figure 4. Note that the possible additional delay for IVAS mono decoding is accounted to the test equipment delay TTES.	Comment by Arvi Lintervo (Nokia): For the send, decoding MONO is probably sufficient.

For receive:
Algorithmic delay may need to be taken into account in the requirements, especially for receiving delay test.

Test method addressing different output formats? At least MONO, BINAURAL, MULTICHANNEL?

Define sufficient number of input/output combinations, at least all the supported output modes?


[bookmark: _Ref162350741]Figure 4: Delay in send (from TS 26.132)
NOTE:	For the evaluation of performance requirements, typically the roundtrip delay (send + receive) is used. Since some non-conversational services might not even provide a receive direction, the independent evaluation of send and receive delays should be considered.

Frequency response	Comment by Arvi Lintervo (Nokia): Is the purpose here to define frequency response measurement only for conversational scenarios, and keep the other existing frequency response measurements for SBA/MASA as an complementary methods for assessing the immersive performance, or replace proposed method with one common method? In anycase I think that the format independent alignment should be done as far as possible. 

While I generally see that such simple setup/method would be favorable, I have some concerns regarding the IVAS interoperability with immersive formats. Decoding immersive capture format to MONO output may hide/mask certain unfavorable aspects of the capture. E.g., while improper STEREO/SBA/MASA capture could work well with MONO/BINAURAL output,  the interoperability with other immersive formats, e.g. MC, Ambisonics may not be guaranteed. As an example, stereo capture with very unbalanced channel characteristics..

One solution to be considered could be using the existing setup/method in 26.132, but perform the analysis with codec “passthrough”, i.e., stereo capture is assessed from decoded STEREO, SBA capture is assessed from the decoded SBA signal with the same order as in capture, etc.

Comparison with the requirements could be  done then for the individual decoded channels.
Similar as for the delay measure in send, it is proposed to calculate the frequency response from the same decoded mono signal, referenced to the spectrum of the speech source at MRP (see e.g., clause 9.4 in TS 26.132). Even though the meaning of this single-channel frequency response might be limited in the scope of immersive UE testing, but it should at least provide a rough assessment of the audio bandwidth that was captured and transmitted by the device.
Conclusion
Several aspects for testing the send direction of immersive UEs were presented and discussed. Whenever possible (and agreeable), these should be considered for the completion of the ATIAS work item.
Due to the lack of time until the end of Release-18, the source is aware that some proposals may not be included in the revised version of TS 26.260 (like e.g., the possibly controversial simplifications on room requirements and/or ambient sound field reproduction). Those suggestions that cannot be agreed within the short remaining period of time should then be taken into account in the anticipated successor work item of ATIAS in Release-19.
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