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[bookmark: foreword][bookmark: _Toc129708866][bookmark: _Toc151055323]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc129708867][bookmark: _Toc151055324]Introduction
[
An essential architectural characteristic of XR clients is the reliance on a functional split between a set of composite pre-renderers that are implemented as parts of a presentation engine and a set of post-rendering operations implemented on a lightweight end-device (AR glasses) prior to final output. 
[bookmark: _Hlk128110916]The functional split assumed in split renderer architectures is a result of stringent implementation and operational requirements applicable for rendering of XR media on XR devices. For head-tracked immersive audio, the need to rely on a split renderer architecture, may depend on various factors among which the round-trip latency between the renderer in the presentation engine and the lightweight device is a decisive parameter. There are scenarios where this latency may be substantial which may prefer a split rendering approach with pose correction in the end device for binaural audio in a similar way as for video unless decoding and head-tracked binaural audio rendering on the lightweight device does not exceed its strict complexity constraints. In other scenarios, that latency may be sufficiently low, in which case the head-tracked binaural rendering can exclusively be done in the presentation engine. It is notable that the transmission over the interface may generally be bit rate constrained and dependent on the specific physical interface.
Technical solutions for the provision of immersive audio in split rendering scenarios are largely dependent on the associated properties and imposed requirements, which are identified by the present TR. 
]
[bookmark: scope][bookmark: _Toc129708868][bookmark: _Toc151055325]
Scope
[
The present document identifies relevant requirements associated with split rendering scenarios for immersive audio. It covers:
· Design constraints related to complexity and memory as well as constraints related to relevant interfaces between presentation engine and end device such as bit rate, latency, down- and upstream traffic characteristics.
· Design constraints related to functional capability requirements such as rendering of non-diegetic sounds, 3DoF rendering of diegetic immersive sounds, 6DoF rendering of diegetic immersive sounds, including simultaneous rendering of different sound categories, and room acoustics synthesis.  
· Performance requirements.
· ]
[bookmark: references][bookmark: _Toc129708869][bookmark: _Toc151055326]References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: “Vocabulary for 3GPP Specifications”.
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: “<Title>”.
It is preferred that the reference to TR 21.905 be the first in the list.
[bookmark: definitions][bookmark: _Toc129708870][bookmark: _Toc151055327]Definitions of terms, symbols and abbreviations
This clause and its three (sub) clauses are mandatory. The contents shall be shown as “void” if the TS/TR does not define any terms, symbols, or abbreviations.
[bookmark: _Toc129708871][bookmark: _Toc151055328]Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
Example: text used to clarify abstract rules by applying them literally.
Editor’s note: Pre-rendering and post-rendering need to be defined
[bookmark: _Toc129708872][bookmark: _Toc151055329]Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc129708873][bookmark: _Toc151055330]Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
Abbreviation format (EW)
<ABBREVIATION>	<Expansion>

[bookmark: clause4][bookmark: _Toc129708874][bookmark: _Toc151055331]Interfaces
[bookmark: _Toc151055332]Connectivity scenarios
Editor’s note: Further edits are expected in this section. Harmonization of terminologies also covering terminologies used in MeCAR work is needed. Figures should also be harmonized. Certain scenario variations still need to be described.
1.1.1 [bookmark: _Ref150513545][bookmark: _Toc151055333]Introduction
Immersive Audio for Split Rendering may be present in a variety of connectivity scenarios between the presentation engine and audio producing devices. This clause provides a non-exhaustive list of the envisioned connectivity scenarios. 
Device design types, ordered by media capability performances, are currently [Ref: MeCAR PD]:
· Device type 1: Standalone physically-constrained AR glasses
· [bookmark: _Hlk145661054]Device type 2: 5G UE-tethered physically-constrained AR glasses
· Device type 3: 5G UE-powered lightweight AR glasses
· Device type 4: 5G UE XR device

Associate Editor’s note: Those device design types are further described in S4-230738 (MeCAR Permanent Document v7.0). The Device type names are aligned with the agreed clause 10 in S4-230920 (TS 26.119 v0.2.0). It is proposed to add a direct reference to those documents for the Device Type descriptions or copy those descriptions here. May have to consider a different architecture where the AR/MR application is on the EDGE (EDGAR).
NOTE:	With all device types, playback of the binaural acoustic signals can happen through transducers built in the glasses/HMD or through a separate, connected device (true wireless stereo earbuds, wireless headphones or wired headphones/earbuds). While specification and requirements on the proprietary link are outside the scope of 3GPP, it is expected that a properly implemented system would allow for service continuity when the audio playback switches from the built-in transducers to the earbuds/headphones and vice-versa.
1.1.2 [bookmark: _Toc151055334]Device Type 1 – Standalone physically-constrained AR glasses
Device type 1 refers to standalone physically-constrained AR glasses (Smart glasses). Such devices may be able to support limited audio decoding and rendering capabilities [TBD] and can feature head-tracking but may not be capable of complex video or audio processing.
The main characteristic of the audio connectivity scenarios applicable for this device type is that they are standalone. They are described in Clause 4.1.6. The applicable audio connectivity scenarios are a subset of those of Device Type 4 (see Clause 4.1.5), where not all of them may be possible to implement due to the physical constraints.
Associate Editor’s note: It is expected that some guidance as to what scenarios from Device Type 4 are recommended once the physical constraints are better understood.

[image: Diagram

Description automatically generated]
Figure 
4.1-1
: Device Type 1 – Standalone physically-constrained AR glasses
1.1.3 [bookmark: _Toc150732617][bookmark: _Toc151054747][bookmark: _Toc151055335][bookmark: _Toc151055336]Device Type 2 – 5G UE-tethered physically-constrained AR glasses with AR/MR application on AR Glasses
Device type 2 refers to an XR viewer that runs an AR/MR application and is tethered to a 5G device that provides connectivity and possibly additional processing. The tethering may be wireless or wired and may be proprietary.
The main characteristic of the audio connectivity scenarios applicable for this device type is that they are non-stand-alone. They are described in Clause 4.1.7. The applicable audio connectivity scenarios are a subset of those of Device Type 3 (see Clause 4.1.4), where not all of them may be possible to implement due to physical constraints. 

Associate Editor’s note: It is expected that some guidance as to what scenarios from Device Type 3 are recommended once the physical constraints are better understood.
[image: Waterfall chart
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Figure 
4.1-2
: Device Type 2 – 5G UE-tethered physically-constrained AR Glasses with AR/MR application on AR Glasses
1.1.4 [bookmark: _Toc150732619][bookmark: _Toc151054749][bookmark: _Toc151055337][bookmark: _Toc150732620][bookmark: _Toc151054750][bookmark: _Toc151055338][bookmark: _Toc150732621][bookmark: _Toc151054751][bookmark: _Toc151055339][bookmark: _Toc150732622][bookmark: _Toc151054752][bookmark: _Toc151055340][bookmark: _Toc150732623][bookmark: _Toc151054753][bookmark: _Toc151055341][bookmark: _Toc150732624][bookmark: _Toc151054754][bookmark: _Toc151055342][bookmark: _Toc150732625][bookmark: _Toc151054755][bookmark: _Toc151055343][bookmark: _Toc150732626][bookmark: _Toc151054756][bookmark: _Toc151055344][bookmark: _Toc150732627][bookmark: _Toc151054757][bookmark: _Toc151055345][bookmark: _Toc150732628][bookmark: _Toc151054758][bookmark: _Toc151055346][bookmark: _Toc150732629][bookmark: _Toc151054759][bookmark: _Toc151055347][bookmark: _Toc150732630][bookmark: _Toc151054760][bookmark: _Toc151055348][bookmark: _Toc150732631][bookmark: _Toc151054761][bookmark: _Toc151055349][bookmark: _Toc150732632][bookmark: _Toc151054762][bookmark: _Toc151055350][bookmark: _Toc150732633][bookmark: _Toc151054763][bookmark: _Toc151055351][bookmark: _Toc150732634][bookmark: _Toc151054764][bookmark: _Toc151055352][bookmark: _Toc150732635][bookmark: _Toc151054765][bookmark: _Toc151055353][bookmark: _Toc150732636][bookmark: _Toc151054766][bookmark: _Toc151055354][bookmark: _Toc150732637][bookmark: _Toc151054767][bookmark: _Toc151055355][bookmark: _Toc150732638][bookmark: _Toc151054768][bookmark: _Toc151055356][bookmark: _Toc150732639][bookmark: _Toc151054769][bookmark: _Toc151055357][bookmark: _Toc150732640][bookmark: _Toc151054770][bookmark: _Toc151055358][bookmark: _Toc150732641][bookmark: _Toc151054771][bookmark: _Toc151055359][bookmark: _Toc150732642][bookmark: _Toc151054772][bookmark: _Toc151055360][bookmark: _Toc150732643][bookmark: _Toc151054773][bookmark: _Toc151055361][bookmark: _Toc150732644][bookmark: _Toc151054774][bookmark: _Toc151055362][bookmark: _Toc150732645][bookmark: _Toc151054775][bookmark: _Toc151055363][bookmark: _Toc150732646][bookmark: _Toc151054776][bookmark: _Toc151055364][bookmark: _Toc150732647][bookmark: _Toc151054777][bookmark: _Toc151055365][bookmark: _Toc150732648][bookmark: _Toc151054778][bookmark: _Toc151055366][bookmark: _Toc150732649][bookmark: _Toc151054779][bookmark: _Toc151055367][bookmark: _Toc150732650][bookmark: _Toc151054780][bookmark: _Toc151055368][bookmark: _Toc150732651][bookmark: _Toc151054781][bookmark: _Toc151055369][bookmark: _Toc150732652][bookmark: _Toc151054782][bookmark: _Toc151055370][bookmark: _Toc150732653][bookmark: _Toc151054783][bookmark: _Toc151055371][bookmark: _Toc150732654][bookmark: _Toc151054784][bookmark: _Toc151055372][bookmark: _Toc150732655][bookmark: _Toc151054785][bookmark: _Toc151055373][bookmark: _Toc150732656][bookmark: _Toc151054786][bookmark: _Toc151055374][bookmark: _Toc150732657][bookmark: _Toc151054787][bookmark: _Toc151055375][bookmark: _Toc150732658][bookmark: _Toc151054788][bookmark: _Toc151055376][bookmark: _Toc150732659][bookmark: _Toc151054789][bookmark: _Toc151055377][bookmark: _Toc150732660][bookmark: _Toc151054790][bookmark: _Toc151055378][bookmark: _Toc150732661][bookmark: _Toc151054791][bookmark: _Toc151055379][bookmark: _Toc150732662][bookmark: _Toc151054792][bookmark: _Toc151055380][bookmark: _Toc150732663][bookmark: _Toc151054793][bookmark: _Toc151055381][bookmark: _Toc150732664][bookmark: _Toc151054794][bookmark: _Toc151055382][bookmark: _Toc150732665][bookmark: _Toc151054795][bookmark: _Toc151055383][bookmark: _Toc150732666][bookmark: _Toc151054796][bookmark: _Toc151055384][bookmark: _Toc150732667][bookmark: _Toc151054797][bookmark: _Toc151055385][bookmark: _Toc150732668][bookmark: _Toc151054798][bookmark: _Toc151055386][bookmark: _Toc150732669][bookmark: _Toc151054799][bookmark: _Toc151055387][bookmark: _Toc150732670][bookmark: _Toc151054800][bookmark: _Toc151055388][bookmark: _Toc150732671][bookmark: _Toc151054801][bookmark: _Toc151055389][bookmark: _Toc150732672][bookmark: _Toc151054802][bookmark: _Toc151055390][bookmark: _Toc150732673][bookmark: _Toc151054803][bookmark: _Toc151055391][bookmark: _Toc150732674][bookmark: _Toc151054804][bookmark: _Toc151055392][bookmark: _Toc150732675][bookmark: _Toc151054805][bookmark: _Toc151055393][bookmark: _Toc150732676][bookmark: _Toc151054806][bookmark: _Toc151055394][bookmark: _Toc150732677][bookmark: _Toc151054807][bookmark: _Toc151055395][bookmark: _Toc150732678][bookmark: _Toc151054808][bookmark: _Toc151055396][bookmark: _Toc150732679][bookmark: _Toc151054809][bookmark: _Toc151055397][bookmark: _Toc150732680][bookmark: _Toc151054810][bookmark: _Toc151055398][bookmark: _Toc150732681][bookmark: _Toc151054811][bookmark: _Toc151055399][bookmark: _Toc150732682][bookmark: _Toc151054812][bookmark: _Toc151055400][bookmark: _Toc150732683][bookmark: _Toc151054813][bookmark: _Toc151055401][bookmark: _Toc150732684][bookmark: _Toc151054814][bookmark: _Toc151055402][bookmark: _Toc150732685][bookmark: _Toc151054815][bookmark: _Toc151055403][bookmark: _Toc150732686][bookmark: _Toc151054816][bookmark: _Toc151055404][bookmark: _Toc150732687][bookmark: _Toc151054817][bookmark: _Toc151055405][bookmark: _Toc150732688][bookmark: _Toc151054818][bookmark: _Toc151055406][bookmark: _Toc150732689][bookmark: _Toc151054819][bookmark: _Toc151055407][bookmark: _Toc150732690][bookmark: _Toc151054820][bookmark: _Toc151055408][bookmark: _Toc150732691][bookmark: _Toc151054821][bookmark: _Toc151055409][bookmark: _Toc150732692][bookmark: _Toc151054822][bookmark: _Toc151055410][bookmark: _Toc150732693][bookmark: _Toc151054823][bookmark: _Toc151055411][bookmark: _Toc150732694][bookmark: _Toc151054824][bookmark: _Toc151055412][bookmark: _Toc150732695][bookmark: _Toc151054825][bookmark: _Toc151055413][bookmark: _Toc150732696][bookmark: _Toc151054826][bookmark: _Toc151055414][bookmark: _Toc150732697][bookmark: _Toc151054827][bookmark: _Toc151055415][bookmark: _Toc150732698][bookmark: _Toc151054828][bookmark: _Toc151055416][bookmark: _Toc150732699][bookmark: _Toc151054829][bookmark: _Toc151055417][bookmark: _Toc150732700][bookmark: _Toc151054830][bookmark: _Toc151055418][bookmark: _Toc150732701][bookmark: _Toc151054831][bookmark: _Toc151055419][bookmark: _Toc150732702][bookmark: _Toc151054832][bookmark: _Toc151055420][bookmark: _Toc150732703][bookmark: _Toc151054833][bookmark: _Toc151055421][bookmark: _Toc150732704][bookmark: _Toc151054834][bookmark: _Toc151055422][bookmark: _Toc150732705][bookmark: _Toc151054835][bookmark: _Toc151055423][bookmark: _Toc150732706][bookmark: _Toc151054836][bookmark: _Toc151055424][bookmark: _Toc150732707][bookmark: _Toc151054837][bookmark: _Toc151055425][bookmark: _Toc150732708][bookmark: _Toc151054838][bookmark: _Toc151055426][bookmark: _Toc150732709][bookmark: _Toc151054839][bookmark: _Toc151055427][bookmark: _Toc150732710][bookmark: _Toc151054840][bookmark: _Toc151055428][bookmark: _Toc150732711][bookmark: _Toc151054841][bookmark: _Toc151055429][bookmark: _Toc150732712][bookmark: _Toc151054842][bookmark: _Toc151055430][bookmark: _Toc150732713][bookmark: _Toc151054843][bookmark: _Toc151055431][bookmark: _Toc150732714][bookmark: _Toc151054844][bookmark: _Toc151055432][bookmark: _Toc150732715][bookmark: _Toc151054845][bookmark: _Toc151055433][bookmark: _Toc150732716][bookmark: _Toc151054846][bookmark: _Toc151055434][bookmark: _Toc150732717][bookmark: _Toc151054847][bookmark: _Toc151055435][bookmark: _Toc150732718][bookmark: _Toc151054848][bookmark: _Toc151055436][bookmark: _Toc150732719][bookmark: _Toc151054849][bookmark: _Toc151055437][bookmark: _Toc150732720][bookmark: _Toc151054850][bookmark: _Toc151055438][bookmark: _Toc150732721][bookmark: _Toc151054851][bookmark: _Toc151055439][bookmark: _Toc150732722][bookmark: _Toc151054852][bookmark: _Toc151055440][bookmark: _Toc150732723][bookmark: _Toc151054853][bookmark: _Toc151055441][bookmark: _Toc150732724][bookmark: _Toc151054854][bookmark: _Toc151055442][bookmark: _Toc151055443]Device Type 3 - 5G UE-powered Lightweight device/AR Glasses with AR/MR application on 5G UE
Device type 3 refers to an XR viewer that is tethered to a 5G device (Remote Device) that includes the application and the XR functions. The tethering may be wireless or wired and may be proprietary.
The 5G device runs the application that uses the Media access and rendering capabilities of the 5G device to run an AR/MR experience. The lightweight AR glasses are connected to the 5G Device, but the XR runtime API is exposed to the 5G device/phone.
The main characteristic of the audio connectivity scenarios is that they are non-standalone. They are described in Clause 4.1.7. The non-standalone audio connectivity scenarios applicable for this Device Type comprise those of Device Type 2 (see Clause 4.1.3) and potentially additional scenarios that may not be possible to implement on Device Type 2 due to physical constraints.

[image: Diagram
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Figure 
4.1-3
: Device Type 3 - 5G UE-powered Lightweight device/AR Glasses with AR/MR application on 5G UE
1.1.5 [bookmark: _Toc150732726][bookmark: _Toc151054856][bookmark: _Toc151055444][bookmark: _Toc151055445]Device Type 4 – 5G XR HMD UE (Standalone)
Device type 4 refers to a 5G device that runs the XR application standalone. The XR application uses the Media access and rendering capabilities of the 5G device to run an XR experience. All XR functionalities are included in a single device.
Accordingly, the main characteristic of the audio connectivity scenarios applicable for this device type is that they are standalone. They are described in Clause 4.1.6. The applicable audio connectivity scenarios comprise those of Device Type 1 (see Clause 4.1.2) and potentially additional scenarios that may not be possible to implement on Device Type 1 due to physical constraints.



Figure 
4.1-4
: Device Type 4 – 5G XR HMD UE (Standalone)
1.1.6 [bookmark: _Toc151054858][bookmark: _Toc151055446][bookmark: _Toc151055447]Standalone audio connectivity scenarios
This scenario is as follows in Figure 4.1-1, referring to a type of “5G Standalone AR UE” in TR26.998 [2]. The end-device (5G UE AR Glasses/5G XR Device) connects to Cloud/Edge through an embedded 5G modem. The end-device provides the capabilities of both decoding and (head-tracked) rendering. End-devices of type “5G UE AR Glasses” may be physically constrained in their capabilities, which may imply that certain audio codecs or audio formats or rendering features may not be supported. 


[bookmark: _Ref148359322]Figure 
[bookmark: _Ref150510587]4.1-1
: 5G UE AR Glasses/5G XR Device (see note in clause 4.1.1)
1.1.7 [bookmark: _Toc151055448]Non-standalone audio connectivity scenarios
1.1.7.1 Scenario 1 – Local Decoding and Rendering on 5G UE
Editor’s note: Clarify the link between this scenario and ISAR
1.1.7.1.1 General
This scenario is as follows in Figure 4.1-2, referring to a type of “5G WireLess Tethered AR UE” in TR26.998 [2], with main characteristic that the binaural rendering is done on the 5G UE while the Lightweight device/AR glasses have no active role in this process. The 5G UE connects to Cloud/Edge through an embedded 5G modem, the 5G UE and Lightweight device/AR Glasses connect through WiFi or 5G sidelink, maybe through Bluetooth for audio. Lightweight device/AR Glasses sends Pose Information to 5G UE if needed. The 5G UE provides the capabilities of both audio decoding and head-tracked binaural rendering (including pose compensation) and re-encoding the binaural signal. 



Figure 
[bookmark: _Ref150516177]4.1-2
: 5G UE-dependent Lightweight Device/AR Glasses (see note in clause 4.1.1)
Associate Editor’s note: The figure needs rework to be aligned/mapped with the figures/functions from MeCAR/26.998 (shown in device types).
1.1.7.1.2 Variation A - Pose Estimation and audio playback on Lightweight device/AR glasses
In Variation A, as depicted in Figure 4.1-3, the pose estimate is obtained at the Lightweight device/AR glasses and sent to the 5G UE which performs immersive audio decoding and head-tracked binaural rendering, and stereo re-encoding of the binaural audio signal for transmission to the Lightweight device/AR glasses. The re-encoding may be using a format suitable for robust transmission or, alternatively, PCM. The Lightweight device/AR glasses feature built-in loudspeakers for binaural audio playback and a pose estimator. 


Figure 
[bookmark: _Ref150527598]4.1-3
: 5G UE-dependent Lightweight Device/AR Glasses with built-in loudspeakers
1.1.7.1.3 Variation B - Pose Estimation on Lightweight device/AR glasses, audio playback on TWS earbuds/Headphones
In Variation B, as depicted in Figure 4.1-4, a pair of TWS earbuds/headphones is used to playback the binaural audio instead of the built-in speakers used in Variation A. The binaural audio may be passed through the Lightweight device/AR Glasses or may be transmitted in a direct connection between the 5G UE and the TWS earbuds/Headphones. The pose estimation function is still performed by the Lightweight device/AR glasses. Variation B is expected to be more prevalent than Variation C described below due to possibly better pose estimation capability by the Lightweight AR glasses.


Figure 
[bookmark: _Ref150528850]4.1-4
: 5G UE-dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones

1.1.7.1.4 Variation C - Pose Estimation and audio playback on TWS earbuds/Headphones
Variation C, as depicted in Figure 4.1-4 is similar to Variation B with the main difference that the TWS earbuds/headphones perform pose estimation. The pose information is provided to the Lightweight device/AR glasses, which relays it further to the 5G UE. Alternatively, the pose information is transmitted in a direct link to the 5G UE. 


Figure 
4.1-5
: 5G UE-dependent Lightweight Device/AR Glasses with connected pose estimating TWS Earbuds/Headphones

1.1.7.2 Scenario 2 – Local Decoding and Pre-Rendering on 5G UE, Post-Rendering on Lightweight Device/AR Glasses (ISAR on 5G UE)
1.1.7.2.1 General
This scenario is as follows in Figure 4.1-6, referring to a type of “5G WireLess Tethered AR UE” in TR26.998 [2], with the main characteristic that the binaural rendering process is shared between the 5G UE and the Lightweight device/AR glasses. The 5G UE connects to Cloud/Edge through an embedded 5G modem, the 5G UE and Lightweight device/AR glasses connect through WiFi or 5G sidelink, maybe through Bluetooth for audio. Lightweight device/AR Glasses send(s) Pose Information to 5G UE if needed. The 5G UE and the Lightweight device/AR glasses provide the capabilities of decoding and head-tracked rendering (including pose compensation) together. More specifically, the 5G UE performs immersive audio decoding, pre-rendering, and re-encoding for transmission to the Lightweight device/AR glasses. The re-encoding may be using an intermediate ISAR format supporting head-tracked binaural post-rendering. The Lightweight device/AR glasses feature a decoder, post-renderer and a pose estimator.


Figure 
[bookmark: _Ref150668539]4.1-6
: 5G UE-dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities (see note in clause 4.1.1)
1.1.7.2.2 Variation A – Pose Estimation, Post-Rendering and audio playback on Lightweight device/AR Glasses
In Variation A, as depicted in Figure 4.1-7, the Lightweight device/AR glasses feature an ISAR decoder and post-renderer, built-in loudspeakers for binaural audio playback, and a pose estimator. 


Figure 
[bookmark: _Ref150670826]4.1-7
: 5G UE-dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities and built-in loudspeakers
1.1.7.2.3 Variation B – Pose Estimation and Post-Rendering on Lightweight device/AR Glasses, audio playback on TWS Earbuds/Headphones 
In Variation B, as depicted in Figure 4.1-11, a pair of TWS Earbuds/Headphones is used to playback the binaural audio instead of the built-in speakers used in Variation A. The Lightweight device/AR Glasses still performs the pose estimation function but otherwise does not carry out any audio processing except for possibly passing it through to the earbuds/headphones. The pose information is sent both to the 5G UE where it may be used during pre-rendering and the earbuds/headphones where it may be used during the post-rendering processing. Variation B is expected to be more prevalent than Variation C described below due to possibly better pose estimation capability by the Lightweight device/AR glasses.


Figure 
[bookmark: _Ref150689885]4.1-4
: 5G UE-dependent Lightweight Device/AR Glasses with Pose Estimator and with connected TWS Earbuds/Headphones
1.1.7.2.4 Variation C – Pose Estimation, Post-Rendering and audio playback on TWS Earbuds/Headphones
In Variation C, as depicted in Figure 4.1-9, TWS Earbuds/Headphones perform ISAR decoding and head-tracked binaural post-rendering of audio and playback binaural audio. In addition, they perform pose estimation and provide pose information to the Lightweight device/AR glasses or directly to the 5G UE. The Lightweight device/AR glasses may be used to relay both pose information and codec audio between TWS Earbuds/Headphones and the 5G UE.  


Figure 
[bookmark: _Ref150694593]4.1-9
: 5G UE-dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones featuring Pose Estimator
 
1.1.7.3 Scenario 3 – Decoding and Pre-Rendering on Cloud/Edge, 5G UE as a pass-through device (ISAR in Edge/Cloud)
1.1.7.3.1 General
This scenario is as follows in Figure 4.1-10, referring to a type of “5G EDGe-Dependent AR (EDGAR) UE” in TR26.998 [2], with the main characteristic that the binaural rendering process is shared between the Cloud/Edge and the Lightweight device/AR Glasses. The 5G UE connects to Cloud/Edge through an embedded 5G modem, the 5G UE and Lightweight device/AR Glasses connect through WiFi or 5G sidelink, maybe through Bluetooth for audio. Lightweight device/AR Glasses send Pose Information to Cloud/Edge if needed, and the Cloud/Edge and Lightweight device/AR Glasses provide the capabilities of decoding and rendering together. The 5G UE just acts as a relay device. More specifically, immersive audio decoding, pre-rendering, and re-encoding is performed in Cloud/Edge. The re-encoding may be using an intermediate ISAR format supporting head-tracked binaural post-rendering. The Lightweight device/AR glasses feature a decoder, post-renderer and a pose estimator. Motion to sound latency can at least be partially compensated, since the Lightweight device/AR glasses can provide pose correction and head-tracked binaural rendering (ISAR Decoder&Post-Renderer).


Figure 
4.1-10
: 5G Cloud/Edge dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities (see note in clause 4.1.1)
1.1.7.3.2 Variation A – Pose Estimation, Post-Rendering and audio playback on Lightweight device/AR Glasses
In Variation A, as depicted in Figure 4.1-11, the Lightweight device/AR glasses feature an ISAR decoder and post-renderer, built-in loudspeakers for binaural audio playback, and a pose estimator. 


Figure 
[bookmark: _Ref150704186]4.1-11
: 5G Cloud/Edge dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities and built-in loudspeakers
1.1.7.3.3 Variation B – Pose Estimation and Post-Rendering on Lightweight device/AR Glasses, audio playback on TWS Earbuds/Headphones  
In Variation B, as depicted in Figure 4.1-12, a pair of TWS Earbuds/Headphones is used to playback the binaural audio instead of the built-in speakers used in Variation A. The Lightweight device/AR Glasses performs pose estimation, ISAR decoding and head-tracked binaural post-rendering followed by stereo re-encoding the binaural audio signal. The pose information is sent to the 5G UE where it is relayed to the Cloud/Edge. The TWS Earbuds/Headphones decode the binaural audio signal and perform audio playback. Variation B is expected to be more prevalent than Variation C described below due to possibly better pose estimation capability by the Lightweight device/AR glasses.


Figure 
[bookmark: _Ref150706239]4.1-12
: 5G UE-dependent Lightweight Device/AR Glasses with Pose Estimator, ISAR decoder & post-renderer and stereo re-encoder, with connected TWS Earbuds/Headphones
1.1.7.3.4 Variation B.1 - Pose Estimation on Lightweight device/AR Glasses, audio decoding and head-tracked rendering (ISAR) and audio playback on TWS Earbuds/Headphones
Variation B.1, as depicted in Figure 4.1-13, is like Variation B, except that the TWS Earbuds/Headphones are ISAR Decoder capable. The Lightweight device/AR Glasses relay the coded audio (ISAR format) from the 5G UE to the TWS Earbuds/Headphones and provide pose information to the TWS Earbuds/Headphones. Alternatively, the 5G UE can pass the coded audio directly to the TWS Earbuds/Headphones.


Figure 
[bookmark: _Ref150711913]4.1-13
: 5G UE-dependent Lightweight Device/AR Glasses with Pose Estimator, ISAR decoder & post-renderer and stereo re-encoder, with connected TWS Earbuds/Headphones
1.1.7.3.5 Variation C – Pose Estimation, Post-Rendering and audio playback on TWS Earbuds/Headphones
In Variation C, as depicted in Figure 4.1-14, TWS Earbuds/Headphones perform ISAR decoding and head-tracked binaural post-rendering of audio and playback binaural audio. In addition, they perform pose estimation and provide pose information to the Lightweight device/AR glasses or directly to the 5G UE. The Lightweight device/AR glasses and the 5G UE may be used to relay pose information and coded audio between TWS Earbuds/Headphones and the 5G Cloud/Edge.  


Figure 
[bookmark: _Ref150712475]4.1-14
: 5G UE-dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones featuring Pose Estimator
1.1.7.4 Scenario 4 – Decoding and Pre-Rendering on Cloud/Edge, further decoding, and Pre-Rendering on 5G UE
This scenario is as follows in Figure 4.1-10, referring to a type of “5G EDGe-Dependent AR (EDGAR) UE” in TR26.998 [2], with the main characteristic that the binaural rendering process is shared between the Cloud/Edge, the 5G UE and the Lightweight device/AR Glasses. The 5G UE connects to Cloud/Edge through an embedded 5G modem, the 5G UE and Lightweight device/AR Glasses connect through WiFi or 5G sidelink, maybe through Bluetooth for audio. Lightweight device/AR Glasses send Pose Information to Cloud/Edge if needed, and the Cloud/Edge, 5G UE and Lightweight device/AR Glasses provide the capabilities of decoding and rendering together. More specifically, immersive audio decoding, first pre-rendering, and re-encoding is performed in Cloud/Edge. The first pre-rendering may be done using 6 DOF pose information. The re-encoding may be using a first intermediate ISAR format, e.g., still supporting 3 DOF head-tracked rendering. The 5G UE features the combination of a first ISAR decoder and second ISAR pre-renderer. The re-encoding may be using a second intermediate ISAR format supporting 3 DOF head-tracked binaural post-rendering. The 5G UE also relays pose information to the Core/Edge. The Lightweight device/AR glasses feature a decoder, post-renderer and a pose estimator. Motion to sound latency can at least be partially compensated, since the Lightweight device/AR glasses and 5G UE can jointly provide pose correction and head-tracked binaural rendering.


Figure 
4.1-15
: 5G Cloud/Edge dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities, 5G UE and Cloud/Edge performing ISAR Pre-Rendering jointly (see note in clause 4.1.1)
1.1.7.4.1 Variation A – Pose Estimation, Post-Rendering and audio playback on Lightweight device/AR Glasses
In Variation A, as depicted in Figure 4.1-16, the Lightweight device/AR glasses feature an ISAR decoder and post-renderer, built-in loudspeakers for binaural audio playback, and a pose estimator. 


Figure 
[bookmark: _Ref150716057]4.1-16
: 5G Cloud/Edge dependent Lightweight Device/AR Glasses with decoding and post-rendering capabilities and built-in loudspeakers, 5G UE and Cloud/Edge performing ISAR Pre-Rendering jointly
1.1.7.4.2 Variation B – Pose Estimation, Post-Rendering and audio playback on Lightweight device/AR Glasses
In Variation B, as depicted in Figure 4.1-17, a pair of TWS Earbuds/Headphones is used to playback the binaural audio instead of the built-in speakers used in Variation A. The Lightweight device/AR Glasses performs pose estimation, ISAR decoding and head-tracked binaural post-rendering followed by stereo re-encoding the binaural audio signal. The pose information is sent to the 5G UE where it is used in the ISAR decoding and rendering and ISAR re-encoding stage. In addition, it is relayed to the Cloud/Edge. The TWS Earbuds/Headphones decode the binaural audio signal and perform audio playback. Variation B is expected to be more prevalent than Variation C described below due to possibly better pose estimation capability by the Lightweight device/AR glasses.


Figure 
[bookmark: _Ref150717178]4.1-17
: 5G UE-dependent Lightweight Device/AR Glasses with Pose Estimator, ISAR decoder & post-renderer and stereo re-encoder, with connected TWS Earbuds/Headphones, 5G UE and Cloud/Edge performing ISAR Pre-Rendering jointly
1.1.7.4.3 Variation B.1 - Pose Estimation on Lightweight device/AR Glasses, audio decoding and head-tracked rendering (ISAR) and audio playback on TWS Earbuds/Headphones
Variation B.1, as depicted in Figure 4.1-18, is like Variation B, except that the TWS Earbuds/Headphones are ISAR Decoder capable. The Lightweight device/AR Glasses relay the coded audio (ISAR format) from the 5G UE to the TWS Earbuds/Headphones and provide pose information to the TWS Earbuds/Headphones. Alternatively, the 5G UE can pass the coded audio directly to the TWS Earbuds/Headphones.


Figure 
[bookmark: _Ref150717376]4.1-18
: 5G UE-dependent Lightweight Device/AR Glasses with Pose Estimator, ISAR decoder & post-renderer and stereo re-encoder, with connected TWS Earbuds/Headphones, 5G UE and Cloud/Edge performing ISAR Pre-Rendering jointly
1.1.7.4.4 Variation C – Pose Estimation, Post-Rendering and audio playback on TWS Earbuds/Headphones
In Variation C, as depicted in Figure 4.1-19, TWS Earbuds/Headphones perform ISAR decoding and head-tracked binaural post-rendering of audio and playback binaural audio. In addition, they perform pose estimation and provide pose information to the Lightweight device/AR glasses or directly to the 5G UE. The Lightweight device/AR glasses may be used to relay pose information and coded audio between TWS Earbuds/Headphones and the 5G UE. The 5G UE uses the pose information in the ISAR decoding and rendering and ISAR re-encoding stage. In addition, it is relayed to the Cloud/Edge.  


Figure 
[bookmark: _Ref150717668]4.1-19
: 5G UE-dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones featuring Pose Estimator, 5G UE and Cloud/Edge performing ISAR Pre-Rendering jointly 
1.1.7.5 Scenario 5 – Decoding and Pre-Rendering on Cloud/Edge, Post-rendering on 5G UE
1.1.7.5.1 General
This scenario is as follows in Figure 4.1-20, referring to a type of “5G EDGe-Dependent AR (EDGAR) UE” in TR26.998 [2], with the main characteristic that the binaural rendering process is shared between the Cloud/Edge and the 5G UE. The 5G UE connects to Cloud/Edge through an embedded 5G modem, the 5G UE and Lightweight device/AR Glasses connect through WiFi or 5G sidelink, maybe through Bluetooth for audio. Lightweight device/AR Glasses send Pose Information to 5G UE and Cloud/Edge if needed, and the Cloud/Edge and 5G UE provide the capabilities of decoding and rendering together. The 5G UE decodes and post-renders ISAR formatted audio to head-tracked binaural audio end re-encodes it with a stereo encoder. The 5G UE also relays pose information to the Cloud/Edge. The Lightweight device decodes and outputs binaural audio received from 5G UE in a pass-through manner without post-rendering modifications.


Figure 
[bookmark: _Ref150719158]4.1-20
: 5G Cloud/Edge and 5G UE dependent Lightweight Device/AR Glasses (see note in clause 4.1.1)
1.1.7.5.2 Variation A – Pose Estimation and audio playback on Lightweight device/AR Glasses, Post-Rendering on 5G UE
In Variation A, as depicted in Figure 4.1-21, audio playback is done through built-in loudspeakers of the Lightweight device/AR Glasses.


Figure 
[bookmark: _Ref150721802]4.1-21
: 5G Cloud/Edge and 5G UE dependent Lightweight Device/AR Glasses with built-in loudspeakers
1.1.7.5.3 Variation B – Pose Estimation on Lightweight device/AR Glasses, Post-Rendering on 5G UE, audio playback on TWS Earbuds/Headphones
In Variation B, as depicted in Figure 4.1-22, a pair of earbuds/headphones is used to playback the binaural audio instead of the built-in speakers used in Variation A. The pose estimation function is still performed by the Lightweight device/AR Glasses. Variation B is expected to be more prevalent than Variation C described below due to possibly better pose estimation capability by the Lightweight device/AR Glasses.


Figure 
[bookmark: _Ref150721837]4.1-22
: 5G Cloud/Edge and 5G UE dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones
1.1.7.5.4 Variation C – Pose Estimation and Audio Playback on TWS Earbuds, pose compensation on 5G UE
In Variation C, as depicted in Figure 4.1-23, TWS Earbuds/Headphones perform stereo decoding of the binaural audio and binaural audio playback. In addition, they perform pose estimation and provide pose information to the Lightweight device/AR glasses or directly to the 5G UE. The Lightweight device/AR glasses may be used to relay pose information and coded audio between TWS Earbuds/Headphones and the 5G UE. 


Figure 
[bookmark: _Ref150721857]4.1-23
: 5G Cloud/Edge and 5G UE dependent Lightweight Device/AR Glasses with connected TWS Earbuds/Headphones

[bookmark: _Toc151055449]	Audio Architectures for Split Rendering Scenarios
[bookmark: _Toc151055450]	Introduction
An XR scene usually comprises both visual and audio media. Within the scope of ISAR the visual media follows a split rendering approach, where decoding and (pre-)rendering are performed by a capable device (e.g., an edge server), and limited processing with lower complexity is performed on the lightweight UE. 
For the immersive audio media different constraints in terms of complexity and memory as well as constraints related to relevant interfaces between remote presentation engine and end device such as bit rate, latency (including motion-to-sound latency), down- and upstream link characteristics may apply.
The following generic architectures illustrate the separation of decoding and rendering of the downstream audio between lightweight UE and capable devices, limited to the data flow relevant to the application of the pose information for head-tracked binaural audio.
NOTE: 	Pose information may be required for the media generation and thus be sent upstream to the core network (and any media encoding instances beyond) independent of the three architectures.
Selection of an architecture has an impact on complexity and memory as well as applicability to relevant interfaces between remote presentation engine and end device due to bit rate, latency (including motion-to-sound latency), down- and upstream traffic characteristics.
[bookmark: _Toc151055451]	Local Audio Rendering
[bookmark: OLE_LINK2]The immersive audio data is streamed directly to the lightweight UE, which is responsible for decoding, rendering, and synchronizing the audio with the corresponding visual content. The lightweight UE processes the pose information locally and adjusts the audio rendering accordingly to create a convincing immersive experience.
NOTE: 	This architecture is not a split architecture for the audio media in the sense that complex operations are offloaded to a capable device. This also represents the case that should be considered as the reference.
[image: ]
Figure 3.2-1: Sequence of data flow for Architecture 1, Local Audio Rendering
[bookmark: _Toc151055452]	Distributed Audio Rendering
The capable device performs decoding and pre-rendering of the immersive audio media, and the pre-rendered audio is transmitted to the lightweight UE. The pose information is sent to the capable device if needed, which adjusts the pre-rendering based on the pose data to generate an ‘intermediate representation’. The lightweight UE then performs decoding of the received intermediate representation and applies post-rendering for pose correction using a recent pose information. [image: ]

Figure 3.3-1: Sequence of data flow for Architecture 2, Distributed Audio Rendering
[bookmark: _Toc151055453]	Remote Audio Rendering
The capable device is responsible for decoding and fully rendering the immersive audio media and encoding the rendered audio into an ‘intermediate representation’, containing coded binaural audio. The intermediate representation is transmitted to the lightweight UE, which performs decoding of the rendered media. The lightweight UE synchronizes the binaural audio with the corresponding visual content. 
[image: ]
Figure 3.4-1: Sequence of data flow for Architecture 3, Remote Audio Rendering]

Associate Editor’s note: This subclause does not yet cover multi-hop scenarios (e.g. from cloud to companion phone to glass to earbuds).
Editor’s Note: 
· Identify relevant interfaces between presentation engine and end device.
[bookmark: _Toc151054866][bookmark: _Toc151055454][bookmark: _Toc151055455]	General Design Guidelines
This section provides general design guidelines for solutions for split rendering scenarios of immersive audio. These guidelines do not in themselves define any design constraint or requirement. They rather build the background for setting physical and functional design constraints as well as performance requirements for split rendering solutions for specific target codecs/systems. Accordingly, the physical and functional design constraints and performance requirements for split rendering solutions for the IVAS codec in sections 6-8 were devised based on these guidelines. For any other target audio codec system corresponding design constraints and performance requirements would have to be defined based on the guidelines. 
[bookmark: _Hlk143091713][bookmark: _Toc151055456]	Objective of Split Rendering
[bookmark: _Hlk143091751]Ideally, decoding and rendering of head-trackable immersive audio would be implementable and operational on any UE including XR end-devices like AR glasses or earbuds. However, lightweight end-devices of this class frequently operate under strict constraints especially in terms of computational complexity. Reasons are tight limits in terms of power consumption to reduce battery weight, power dissipation heat, and strict implementation cost constraints.
Thus, it may not be possible to always ensure immersive decoding and rendering support consuming the native immersive audio format of a given codec in a lightweight XR end-device. 
It is thus the objective of Immersive Audio Split Rendering to solve this problem with solutions targeting:
· [bookmark: _Hlk142995115]Complexity of operation in end-rendering lightweight device is reduced substantially compared to the native decoding and head-tracked binaural rendering of the original coded audio format.
· Memory consumption in end-rendering lightweight device is reduced compared to the native decoding and head-tracked binaural rendering of the original coded audio format.
· Minimum impact on QoS/QoE: 
· [bookmark: _Hlk142852455]All required immersive audio formats of the original coding format, coding modes, and operating ranges (bit rates) ought to be supported.
· Given that Split Rendering relies on pre-rendering on a capable first UE or network node to an intermediate representation, followed by coding and transmitting that representation for decoding and rendering on the lightweight device, it is unavoidably a transcoding approach. The transcoding impact on QoS/QoE, i.e., on quality and latency, thus ought to be as small as possible in comparison to a relevant reference system, which is to operate decoding and head-tracked rendering of the original coding format. This system is referred to as native decoding/rendering reference or for the specific IVAS reference IVAS Local Decoding/Rendering Reference.
· Head-tracked immersive audio attributes and especially DOF attributes of the audio formats of the original coding format ought to be retained. I.e., if the immersive audio of the original coding format is head-trackable in 3-DOF, Split Rendering ought to retain this property.
[bookmark: _Toc151055457]	Reference systems
The ‘golden’ reference system for any Split Rendering solution is to operate decoding and head-tracked rendering of the original coding format in the lightweight end-device. This system is referred to as native coding reference or native decoding/rendering reference. This is also the reference considered by the ISAR WID, where the reference to be considered should be the one where audio decoding and rendering happen entirely on the end device. In section 4.2.2 the term “Local Audio Rendering” is used for this case. The characteristics of such a solution depend on the specific coding solution, i.e., the “complexity and memory as well as constraints related to relevant interfaces between presentation engine and end device such as bit rate, latency, down- and upstream traffic characteristics” would be defined by the specific solution. With the IVAS candidate now available, those parameters can also be extracted, using this solution as the reference. This specific reference is referred to as “IVAS Local Decoding/Rendering Reference”.
A further relevant reference system is a basic transcoding-based system with decoding and head-tracked binaural rendering of the native codec format carried out by the capable UE or network node. The rendered binaural audio signal is subsequently re-encoded. In section 4.2.4 the term “Remote Audio Rendering” is used for this case.
[bookmark: _Hlk142823571]The most viable coding mode of the native codec that can code the binaural audio signal is assumed. Most viable would generally mean a coding mode with least complexity and memory footprint for decoding on the lightweight end device. This would typically be a stereo coding mode of that codec. Subsequently, the re-encoded binaural audio signal is transmitted to the lightweight end-device where it is decoded and output without final pose adjustment. As the end-device does not carry out any pose corrections matching the actual pose of the end-device, this reference configuration is referred to as 0-DOF native transcoding reference system. This approach is the only reasonable baseline for lightweight end-devices to render binaural audio derived from the native codec format if full native decoding with head-tracked binaural rendering is not possible on that device, implementing the most basic split rendering approach. 
[bookmark: _Toc151055458]	Link characteristics
Distributed and Remote Rendering are inherently architectures that involve transcoding, i.e. there is an immersive audio representation that is terminated in the Remote MAF and then processed to have an intermediate representation on the link between capable device and lightweight device to achieve a similar QoE as in the case of Local Rendering but allowing implementation on devices with less capabilities. For this, the link characteristics must be considered, such as maximum allowed bit rate on the channel and link latency. Since ISAR solutions need to cope with a range of traffic characteristics (with link-specific devices potentially having individual constraints), it is evident that no single set of requirements would be able to target all scenarios.
[bookmark: _Toc151055459]	Scenario A: Site-local link
[bookmark: _Int_UP521B91]Scenarios with a site-local link could e.g., be based on 5G Sidelink, PINs, Wi-Fi, or Bluetooth. The non-3GPP networks Wi-Fi and Bluetooth use only unlicensed spectrum and are therefore prone to packet collision leading to traffic characteristics that are less stable than what a 5G RAN (Radio Access Network) in licensed spectrum can offer. The short distance between capable and lightweight devices, e.g., in the case of a powerful smartphone and wireless AR glasses, allows links with high throughput (in the range of at least several megabits) while keeping power consumption under control. Also, the latency can be incredibly low in the range of only a few milliseconds but also high to allow robust communication on a congested radio channel (such as unlicensed spectrum), also depending on the system design of the network. The link can be stand-alone or be shared with the video path. Since both the capable and the lightweight device could be assumed to typically be in the possession of the end user, volumes of such devices may be high and thus cost sensitivity might apply to both devices. To offer a benefit over pass-through of IVAS bitstreams to the lightweight device (IVAS Local Decoding/Rendering Reference), solutions ought to offer a significant benefit to justify the addition of split rendering functionality for Distributed Rendering and Remote Rendering in energy efficiency to enable a service on a wider range of devices than the ones being capable of Local Rendering.
[bookmark: _Toc151055460]	Scenario B: Edge-connected link
[bookmark: _Int_ubvrxEXl][bookmark: _Int_R5lthrrQ]A split across a link between the edge and the UE, where the edge server is part of the operator’s network, and the end user may only have possession of the lightweight UE is the traditional assumption on 3GPP networks. The link characteristics would be depending on the provisioning by the network operator and may vary based on e.g., 5QI but may also be affected on behavior of the lightweight UE, such as having bad reception or for mobility use cases. With a cell being a shared channel for multiple users, radio resources are precious and thus the trade-off between bit rate and complexity may fall more towards the focus-on-rate side as computing resources can always be extended at a certain cost while radio resources are limited by spectrum availability. This results in sensitivity to bit rate, where the pain point is the lowest rate to enable a user with lightweight UE to use a service with a certain QoE. Latency can vary based on 5QI and the resulting scheduling of the gNodeB, but could be as low as a few milliseconds and does not necessarily need to be significantly higher than for a site-local link. Still, in case of OTT or network impairments the latency might increase such that it lowers QoE significantly due to too-high motion-to-sound latency and end-to-end latency and result in packet loss that needs to be concealed. 
[bookmark: _Toc151055461]	Physical design constraints (guidelines)
[bookmark: _Hlk147489049]Physical attributes are complexity, memory consumption, algorithmic delay, motion-to-sound latency, bit rate, etc. The following generic physical design constraints are provided as an informative guidance when defining the physical design constraints for split rendering solutions applicable to a specific target codec/system:
	[bookmark: _Hlk147488576]Physical attribute
	Constraint
	Comment

	Complexity of operation in end-rendering lightweight device
	Complexity of operation in end-rendering lightweight device is expected to be reduced substantially compared to the native decoding/rendering reference.
	Trade-offs between complexity and memory constraints can be considered.

	Complexity of operation at capable device/node
	[No constraint.]
The complexity of operation at pre-rendering device/node ought to be characterized.
	Complexity benefits at the end-device are likely to come at the expense of increased complexity at the pre-rendering device/network node. The reason is that it requires decoding/rendering of the native format followed by re-encoding. 
However, it appears difficult to specify a reasonable generic constraint.

	Memory footprint of operation in end-rendering lightweight device
	Memory footprint in end-rendering lightweight device is expected to be reduced substantially compared to the native decoding/rendering reference.
	Trade-offs between complexity and memory constraints can be considered.

	Memory footprint of operation at pre-rendering device/node
	[No constraint.]
The memory footprint of operation at pre-rendering device/node ought to be characterized.
	Memory benefits at the end-device are likely to come at the expense of increased memory consumption at the pre-rendering device/network node. Theeasonn is that it requires Decoding/rendering of the native format followed by re-encoding.
However, it appears difficult to specify a reasonable generic constraint. 

	Algorithmic motion-to-sound latency in head-tracked rendering operation
	For given DOF level, the algorithmic  motion-to-sound latency is expected to be not worse than 0- DOF split rendering systems.
	For 0-DOF split rendering systems, there is no constraint.

	Algorithmic audio delay
	The total algorithmic end-to-end audio delay including the Split Rendering operation is expected to not substantially exceed the end-to-end delay of the native reference coding/rendering system. 

	A Split Rendering system involves transcoding of the native coding format to an intermediate representation used to transfer the audio to the lightweight device. Accordingly, the total algorithmic end-to-end audio delay including the Split Rendering operation can at best be the same as the one of the native decoding/rendering reference.
It is expected that the Split Rendering approach would do algorithmic audio latency optimizations compared to the native transcoding reference system.
Shared memory buffers during the transcoding from the native coding format to the intermediate representation can be assumed. 



	
	
	

	Bit rate of coded intermediate representation
	Split Rendering operation ought to offer multiple bit rate options enabling different QoS/QoE levels.  
It can be considered to define different bit rate requirements depending on DOF level.
	The bit rate supported on the interface between pre-rendering device/network node and end-rendering lightweight device may depend on the specific system and service configuration of a given service deployment. It is therefore desirable if Split Rendering operation offers flexible trade-offs between bit rate and QoS/QoE. Even if the bit rate of the coded intermediate representation is expected not to substantially exceed the bit maximum bit rate of the native reference system, the main priority is best possible QoS/QoE under a range of bit rates supported on the interface.  



[bookmark: _Toc151055462]	Functional design constraints (guidelines)
[bookmark: _Hlk147490099]Functional design constraints are related to the Split Rendering objective that the required immersive audio formats, operation modes and ranges of the original (native) coding format be supported. A further functional attribute associated with immersive audio to be retained is head-trackability. 
Accordingly, the following generic functional design constraints are provided as an informative guidance when defining the functional design constraints for split rendering solutions applicable to a specific target codec/system:
	Functional attribute
	Constraint
	Comment

	Immersive audio formats of native coding format 
	All required immersive audio formats of the native coding format are expected to be supported by the Split Rendering operation.
	

	Bit rates of required immersive audio coding modes of native coding format 
	All bit rates are expected to be supported.
	

	Head-trackability of immersive audio formats
	The head-trackability of the immersive audio formats of the native coding format is expected to be retained. While the preservation of the DOF level can be an objective, it can be considered to additionally provide reduced DOF levels. 
	Explanation: an audio format supported by the native coding system may be 3-DOF head-trackable, i.e., around 3 axes (yaw, pitch, roll). The Split Rendering system ought to retain this possibility. Complexity or bit rate reduced variants may though reduce this to lower DOF levels like yaw-only correction (1-DOF). 

	Packet loss concealment (PLC)
	A PLC solution is expected to be provided.
	

	Non-diegetic audio support
	Split Rendering operation in non-diegetic mode (non-head-tracked) is expected to be possible. 
It ought to be possible to overlay post rendered audio obtained from instances operated with diegetic and non-diegetic audio. 
	



[bookmark: _Toc151055463]	Performance requirements (guidelines)
Editor’s note: Add generic performance guidelines for SR solutions. 
ISAR supports immersive audio experiences in various use cases. A number of factors can contribute to general QoE of the ISAR solution. These include general audio quality, motion-to-sound latency, end-to-end-latency, spatial image quality, pose accuracy, etc.
Relevant reference systems for audio quality requirements are the native coding reference system and the 0-DOF native transcoding reference system. The quality of the native coding reference system is the optimum which cannot be surpassed by a Split Rendering system. The 0-DOF native transcoding reference system on the other hand may suffer from quality degradations due to transcoding and due to potential differences between the assumed end-device pose during binaural rendering and the actual end-device pose. These deviations may be caused by the transmission round trip delay between the end-device and the capable device/network node performing the head-tracked binaural rendering.
It is expected that an ISAR solution employing post-rendering with pose correction provides higher quality of experience (QoE) than the 0-DOF native transcoding reference system under a given scenario with significant latency between the end-device and the capable device/network node performing the head-tracked binaural rendering. Given the large number of potential split rendering scenarios, the performance requirements may be defined for one or several relevant scenario(s). In addition, the requirements are expected to be met under the defined physical and functional design constraints.
The ISAR solution ought further to provide QoE that is as close as possible to the QoE offered by the native coding reference system under the same scenario.

[bookmark: _Toc151055464]	Physical Design Constraints
Editor’s Note: 
· Identify design constraints related to complexity and memory
· Identify design constraints related to relevant interfaces such as bit rate, latency, down- and upstream traffic characteristics
· Identify implementation-specific design preferences 
[bookmark: _Toc151055465]General
Physical attributes are complexity, memory consumption, algorithmic delay, motion-to-sound latency, bit rate, etc. Different physical design constraints may apply for different immersive audio codecs.
[bookmark: _Toc151055466]	Physical design constraints applicable for IVAS split rendering scenarios
The following physical design constraints apply for split rendering solutions involving the IVAS codec:
	Physical attribute
	Constraint

	Complexity of operation in end-rendering lightweight device
	The complexity of operation in end-rendering lightweight device shall not exceed [tbd] wMOPS.
Editor’s note: Consider different requirements depending on DOF level.

	Complexity of operation at capable device/node
	[No constraint.]
The complexity of operation at pre-rendering device/node shall be characterized.

	Memory footprint of operation in end-rendering lightweight device
	The RAM consumption shall not exceed [tbd] kWords.
The ROM (PROM and table ROM) shall not exceed [tbd] kWords.
Editor’s note: Consider different requirements depending on DOF level.

	Memory footprint of operation at pre-rendering device/node
	[No constraint.]
The memory footprint of operation at pre-rendering device/node shall be characterized.

	Algorithmic motion-to-sound latency in head-tracked rendering operation
	0-DOF: no constraint
1-DOF: [30] ms for rotations around corrected axis (in post rendering), for other axes no constraints
2-DOF: [30] ms for rotations around corrected axes (in post rendering), for the remaining axis no constraint
3-DOF: [30] ms for rotations around all axes (in post rendering) 

	Algorithmic audio delay
	The total algorithmic end-to-end audio delay including IVAS algorithmic delay shall not exceed [50] ms.


	Bit rate of coded intermediate representation
	The Split Rendering solution should offer operation at multiple bit rates and at least operation at [tbd] with rate switching support.
Editor’s note: Consider different requirements depending on DOF level.



[bookmark: _Toc151055467]	Functional Design Constraints
Editor’s Note: 
· Identify functional design constraints such as rendering of non-diegetic sounds, 3DoF rendering of diegetic immersive sounds, 6DoF rendering of diegetic immersive sounds, including simultaneous rendering of different sound categories, and room acoustics synthesis
[bookmark: _Toc151055468]General
Functional design constraints ensure that the required immersive audio formats, operation modes and ranges of a native codec/system and essential properties remain supported in split rendering scenarios. Different functional design constraints may apply for different immersive audio codecs/systems.
[bookmark: _Toc151055469][bookmark: _Hlk150248891]	Functional design constraints applicable for IVAS split rendering scenarios
The following functional design constraints apply for split rendering solutions involving the IVAS codec:
	[bookmark: _Hlk147490051]Functional attribute
	Constraint

	Immersive audio formats of native coding format 
	All required [stereo and] immersive IVAS encoder input formats according to Pdoc IVAS-4 shall be supported.
 

	Bit rates of required immersive audio coding modes of native coding format 
	All required bit rates of IVAS [stereo and] IVAS immersive operation modes according to Pdoc IVAS-4 shall be supported. 


	Head-trackability of immersive audio formats
	The head-trackability of the immersive audio formats of the native coding format shall be retained. Preservation of the DOF level is the objective, reduced DOF levels may be provided. 
Note: an audio format supported by the native coding system may be 3-DOF head-trackable, i.e., around 3 axes (yaw, pitch, roll). The Split Rendering system should retain this possibility. Complexity or bit rate reduced variants may though reduce this to lower DOF levels like yaw-only correction (1-DOF).

	[bookmark: _Hlk143098170]Packet loss concealment (PLC)
	
A PLC solution shall be provided.


	Non-diegetic audio support
	
The solution shall support (1DOF – 3DOF) diegetic audio and (0-DOF) one-channel non-diegetic audio  and two-channel (stereo or binaural) non-diegetic audio.
It shall be possible to overlay post rendered audio obtained from instances operated with diegetic and non-diegetic audio.




[bookmark: _Toc151055470]Performance Requirements
Editor’s Note: 
· Identify performance requirements such as subjective and objective quality targets
[bookmark: _Toc129708889][bookmark: _Toc151055471]General
Performance requirements enforce that an ISAR solution employing post-rendering with pose correction meets the general objective of split rendering in terms of QoE. 
1.2 [bookmark: _Hlk151044490][bookmark: _Toc151055472]	Performance requirements applicable for IVAS split rendering scenarios
The following specific performance requirements and objectives apply to split rendering solutions employing post-rendering with pose correction for the IVAS codec:


	Reference systems
	Split rendering scenario
	Split rendering system constraint
	Requirement

	Objective


	Native coding system: IVAS codec
	Second leg of native transcoding system: IVAS stereo coding mode 
	Note: the scenario should give rise to differences between assumed and actual end-device poses
	Note: This is the constraint to be met by the candidate ISAR solution or under which it is evaluated
	Note: The 0-DOF native transcoding reference system is composed of the IVAS codec operated according to column 1 followed by transcoding with the IVAS stereo coding mode operated according to column 2
	Note: The 0-DOF native transcoding reference system is the IVAS codec operated according to column 1

	IVAS codec operated with HOA3 input coded at [512] kbps, rendered with head-tracking to binaural
	IVAS stereo mode operated at 256 kbps

	Split rendering scenario giving rise to differences between assumed and actual end-device poses: [Scenario tbd as part of test/processing plan]
	As specified under the physical and functional design constraints
	QoE provided by split rendering solution shall be no worse than 0-DOF native transcoding reference system with same operation point of native coding system and best possible operation point for transcoding
	QoE provided by split rendering solution should be as close as possible to quality of native coding reference system using same operation point

	IVAS codec operated with MASA input coded at [512] kbps, rendered with head-tracking to binaural
	IVAS stereo mode operated at 256 kbps
	Split rendering scenario giving rise to differences between assumed and actual end-device poses: [Scenario tbd as part of test/processing plan]
	As specified under the physical and functional design constraints
	QoE provided by split rendering solution shall be no worse than 0-DOF native transcoding reference system with same operation point of native coding system and best possible operation point for transcoding
	QoE provided by split rendering solution should be as close as possible to quality of native coding reference system using same operation point

	IVAS codec operated with MC 7.1.4 input coded at [512] kbps, rendered with head-tracking to binaural
	IVAS stereo mode operated at 256 kbps
	Split rendering scenario giving rise to differences between assumed and actual end-device poses: [Scenario tbd as part of test/processing plan]
	As specified under the physical and functional design constraints
	QoE provided by split rendering solution shall be no worse than 0-DOF native transcoding reference system with same operation point of native coding system and best possible operation point for transcoding
	QoE provided by split rendering solution should be as close as possible to quality of native coding reference system using same operation point

	IVAS codec operated with ISM-4 input coded at [512] kbps, rendered with head-tracking to binaural
	IVAS stereo mode operated at 256 kbps
	Split rendering scenario giving rise to differences between assumed and actual end-device poses: [Scenario tbd as part of test/processing plan]
	As specified under the physical and functional design constraints
	QoE provided by split rendering solution shall be no worse than 0-DOF native transcoding reference system with same operation point of native coding system and best possible operation point for transcoding
	QoE provided by split rendering solution should be as close as possible to quality of native coding reference system using same operation point




: <Informative annex title for a Technical Report>
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