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1 Introduction
This contribution introduces some KPIs for the Federated learning scenario. It is proposed to document them in the Permanent document.
2 Proposed KPIs for Federated learning
8.2.1.1	Introduction
In Federated learning an AIML model is trained across multiple decentralized devices or servers while keeping data localized, rather than centralizing data in one location. Evaluating the performance of federated learning systems requires specific Key Performance Indicators (KPIs) to measure their effectiveness. Here are some common KPIs for federated learning.
8.2.1.2	Model accuracy
The accuracy of the federated model indicates how well the model performs on its intended task, such as image recognition or natural language processing. 
8.2.1.3	Communication overhead
Federated learning involves communication between UEs and servers to exchange model updates and information. The amount of data transferred, and the frequency of communication are critical KPIs, as excessive communication may lead to network congestion and increased latency.
8.2.1.4	Model convergence speed
The time it takes for the federated AIML model to converge or reach a stable state is an important performance metric. Faster convergence reduces the training time and resource consumption.
8.2.1.5	Privacy aspects
Ensuring that user data remains private is a key objective of federated learning. KPIs related to privacy may include identifying the data exposure.
8.2.1.6	Local AIML model update time
The time it takes for individual devices or servers to process local updates and contribute to the federated AIML model may be critical depending on the use case. 
8.2.1.7	Global AIML model update time
The time it takes to aggregate local AIML model updates and produce a new global AIML model may be important for assessing the responsiveness of the federated learning system.
8.2.1.8	Resource usage
Resource usage assesses the hardware and computational resources required for federated learning. This includes CPU, memory, and GPU usage, as well as power consumption.
8.2.1.9	ModelgGeneralization
The ability of the federated AIML model to generalize well to unseen data. is an indication of how well the model performs on new data.
8.2.1.10	System scalability
Scalability defines how well the federated learning system handles an increasing number of UEs without degrading performance.


