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1 Introduction
This contribution introduces sign language translation scenario as a use case in NLP on speech for real-time communicationObject Recognition in Image and Video.

2 Proposed scenario 
2.1 Scenario name
SignSplit inference for sign language translation in real-time communication.

2.2 Motivation and use case relevance
[bookmark: OLE_LINK1]The deaf-mutehearing-speech impaired people are unable to have a regular voice call with normal hearing people, Theythey can use sign language instead. The communication network translates his/her sign language into voice or text, and then sends the voice or text it to the peer user. On the other side, the voice of hearingthe normal people can be converted into sign language video stream or text and sent to him by the communication network. This ensures that the deaf-mutehearing-speech impaired people can . This helps hearing-speech impaired people to easily communicate with normal people.
For privacy reasons, the deaf-mutehearing-speech impaired user doesmight not want to transmit his/her sign language video stream to the communication network andor the peer user. Therefore, the AI inference for sign language needs to be split between the UE and communication network.

3 Proposal
We propose to add the above-described scenario to Clause 4.41 of the PD.

