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Introduction
The latest version of the premanent document of the Work Item on Media Capabilities for Augmented Reality (MeCAR), S4-230643, includes a clause on volumetric 3D videos. This contribution provides further information on the evaluation of the performance of V-PCC and adds more details on V3C implementations (for both MIV and V-PCC). 
Proposed changes

[bookmark: _Toc132968747]9.1.2.4	V3C Performance
9.1.2.4.1	V-PCC Results
Subjective verification results for V3C V-PCC conclude that the MPEG developed test model significantly outperforms the reference anchor (point cloud library). More detailed information is available in the full test report [30]. 
A performance analysis done in the SMPTE Motion Imaging Journal [Ref3] provides a comparative study on the combination of different V-PCC tools and gives conclusions in terms of objective and subjective tests while comparing different profiles. Faithful reconstruction results can be obtained with only one map for the current atlas and by activating the Point Local Reconstruction and the Occupancy Synthesis with Patch Border Filtering tools. The eight direction improves the visual quality of the reconstructed point cloud by capturing more points during the projection phase of the encoding.

9.1.2.4.2	MIV Results
Subjective verification results for V3C MIV conclude that the MPEG developed test model significantly outperforms the reference anchor. More detailed information is available in the full test report [WG 04 N 0341].
*** End Changes ***


9.1.3	Implementations
In order to support generation of content for V3C encoder, it is recommended that a device be capable of capturing depth + texture video, also sometimes referred to as RGBD. However, as indicated by the geometry absent profile as defined in ISO/IEC 23090-12, depth capture is not sometimes even needed to generate volumetric video. Even a device with a single depth + texture camera sensor can generate point cloud sequences. Currently, in the mobile industry we see an increased number of handheld devices which support depth sensing, like the iPhone 12 or 13. There are also dedicated cameras like Microsoft Kinect Azure or Intel Realsense, which support depth sensing. Over the last 4 years there were number of implementations in the industry showing how V3C encoded can be consumed by different types of devices.
In January 2019 Nokia shared a demo based on an open-sourced implementation [18] using standard mobile device hardware to decode and render V3C encoded content [19]. 
In September 2019 InterDigital demonstrated V-PCC implementation at IBC 2019 [Ref1].
In January 2020 Futurewei also contributed to describing a mechanism for GPU friendly rendering on mobile platforms using geometry shaders and presented V3C rendering capabilities on a mobile device [20]. 
In January 2021 Intel demonstrated MIV video playback on the Intel Max GPU using its media and graphics hardware engines [21]. The proof of concept “Freeport Player” uses a modified open source VLC player, DirectX11 implementation of TMIV decoder and renderer, and a face tracking system. The demo was interactive, using a normal web camera to track viewer motion, and a normal PC display to show rendered viewports.
In August 2022 Interdigital and Philips showcased real-time decoding of V3C bitstreams using three simultaneous HEVC hardware decoders [22][23]. The demo showed that V3C standard is ready for deployment for public application as it relies on 2D conventional video codecs and is codec agnostic. So, it does not require specialized hardware.
In October 2022 Interdigital showcased streaming of  V3C V-PCC compressed content to Nreal AR glasses [24][25] over DASH as described in 23090-10. 
In October 2022, KDDI announced the first real time V-PCC encoder [Ref7].
In February 2023 Nokia provided description of the V3C-based real-time delivery demo [26] that showcase the V3C capabilities for conversational scenarios, where data is delivered over RTP streams. The demo utilized commercially available RGB-D cameras [27], standard PC desktop as a sender and Meta Quest 2 as a receiver. The demo was updated in April 2023 [Ref6] to support bi-directional real-time communication in an AR see-through mode using Pico4 devices for receiving the encoded bitstream and decoding it. The receiver can synthesize views at over 70 fps while the system keeps end-to-end system latency conversational well below 200ms. The compressed bitrates vary between 5 Mbit/s to 20 Mbit/s.
In February 2023 InterDigital showcased at MWC'23 and in April 2023 Philips showcased at MPEG meeting a real time implementation of a V3C (V-PCC and MIV) decoding and rendering running on Android phone [Ref2].
The demonstration comprises:
· a streaming server that converts V3C bitstreams into DASH segments that are streamed to multiple streaming clients over the Internet ; and
· an client implementation of a player and video decoder supporting multiple V3C configurations (V3C V-PCC, V3C MVD, V3C MPI) and real-time HEVC decoding. This implementation receives DASH segments via the DASH streaming client (or local storage) and passes downloaded data chunks to the decoder module (the native decoder plugin in Figure x) which is connected to a host application that renders the final view on the end-user’s device.

[image: ]
Figure x - 2D and V3C streaming and rendering implementation
The native decoder plugin (C++, OpenGL) manages both the decoding and rendering of HEVC, V3C V-PCC and V3C MIV bitstreams. It implements the Unity native render plugin API to leverage the engine's cross-platform capabilities and the numerous XR devices supported. The plugin is composed of a pipeline with 5 main stages: a data interface stage, a demultiplexing stage, a decoding stage (leveraging hardware-accelerated 2D video decoder(s) : 3 video decoders for V-PCC, 2 for MIV MVD or MIV MPI, 3 for MIV MVD with Transparency), a scheduling stage, and a synthesizing stage (OpenGL rendering in GPU).
The host application manages end-user’s input, camera movement, and full scene rendering.
The implementation is capable of decoding the V3C content in real time on mobile phones running an Android operating system with a rendering frame rate of 25 fps and 30 fps for the MPEG reference sequences (e.g. Soccer Red (V-PCC) and Barn (MIV) contents), as well as for additional point cloud content provided by XD Productions (V-PCC encoded) and self-captured MVD content (MIV encoded).
In April 2023 Philips demonstrated a “bullet-time” use case in the form of a smart phone that plays back a sequence with soccer tricks. When pausing the video, an atlas is retrieved which makes it possible to seamlessly reposition the virtual camera. When unpausing the video, the playback continuous from the camera feed that is closest to the virtual camera. Further details are available in Philips contribution to MPEG [Ref4].
In April 2023 ETRI demonstrated a prototype MIV player that is capable of real-time view-synthesis using face tracker to provide viewing pose information. TMIV (MIV test model in MPEG) decoding and rendering functionalities are implemented using CUDA and the protype MIV player performs most of the main functional blocks that have been supported by the TMIV 13.1 reference software. Currently the frame rates for synthesized frames varies between sequences from ~13 fps to ~50 fps. Further details are available in ETRI MPEG contribution [Ref5].
All the demonstrations indicate that both generating V3C content as well as decoding and displaying it using existing commercially available hardware is both possible as well as practical. Different types of implementations also display the flexibility of the V3C family of standards. More consideration about the performance requirements can be found in [28]. Some practical examples of the recommended minimum GPU requirements are provided below:
· Functionalities at least one of the following
· Minimum OpenGL 3.0
· Minimum OpeGLES 2.0 
· Minimum Vulkan 1.0
· Minimum DirectX 9.0
· Minimum Metal 1.0
· Performance 
· Minimum Adreno 540 or Apple A11 equivalent mobile GPU.
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Proposal
We propose to include the above text in the MeCAR Permanent document.
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