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1 Introduction
In last meeting, AI/ML model evaluation has been discussed and some new metrics on different media services has also been proposed, it is proposed to complete the common AI/ML model evaluation methods and aligned with the metrics related to different media services.
2 Proposed changes
--------------------------------------------- Start of Change ----------------------------------------------------------------------------
· [bookmark: _Hlk135149345]6.1.5	AI model evaluation
In the process of AI/ML, no matter on the training set or on the new sample, there is always some difference between the output result of the model and the real value. Model evaluation is a process of using different evaluation metrics to understand the performance of artificial intelligence/machine learning models and its advantages and disadvantages. It is an indispensable part of the model development phases which can help to discover the appropriate model to express the data and evaluate the performance of the selected model.
Different AI/ML work tasks have different evaluation metrics, and the same machine learning task will also have different evaluation metrics, each metric has different emphasis, e.g., classification, regression, ranking, clustering, recommendation, etc.
Make classification as an example, there will have at least four types of outcomes as follows:
True Positives (TP): predict an observation belongs to a class and it actually does belong to that class;
True Negatives (TN): predict an observation does not belong to a class and it actually does not belong to that class;
False Positives (FP): predict an observation belongs to a class but it does not belong to that class;
False Negatives (FN): predict an observation does not belong to a class but it does belong to that class.
Three main metrics are used to evaluate or measure the performance of a classification model: accuracy, precision, and recall.
Accuracy measures how often the classifier makes the correct predictions, it is defined as the ratio between the number of correct predictions and the number of total predictions.

Precision measures the proportion of predicted positive results that are actually positive, it is defined as the fraction of examples (true positives) among all of the examples which were predicted to belong in a certain class (positive).

Recall measures how much the classifier can predict in an actual positive sample, it is defined as the fraction of examples which were predicted to belong to a class with respect to all of the examples that truly belong in the class.



--------------------------------------------- Next Change -----------------------------------------------------------------------------
7.5	AI/ML Evaluation and Metrics
In the process of AI/ML, no matter on the training set or on the new sample, there is always some difference between the output result of the model and the real value. Model evaluation is a process of using different evaluation metrics to understand the performance of artificial intelligence/machine learning models and its advantages and disadvantages. It is an indispensable part of the model development phases which can help to discover the appropriate model to express the data and evaluate the performance of the selected model.
Different AI/ML work tasks have different evaluation metrics, and the same machine learning task will also have different evaluation metrics, each metric has different emphasis, e.g., classification, regression, ranking, clustering, recommendation, etc.
Make classification as an example, there will have at least four types of outcomes as follows:
7.5.1	Evaluation Methods
· 7.5.1.1	Classification model evaluation
Classification model evaluation is the process of assessing and measuring the performance of a machine learning model that has been used for classification tasks. its goal is to divide different images into different categories, to achieve the minimum classification error.
Confusion matrix is a table used in classification tasks that summarizes the performance of a machine learning model on a set of data for which the true values are known. It consists of rows and columns where each row represents the true class of the samples and each column represents the predicted class. The confusion matrix displays the number of samples that are classified correctly (true positives and true negatives) and incorrectly (false positives and false negatives) by the model.
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True Positives (TP): predict an observation belongs to a class and it actually does belong to that class;
True Negatives (TN): predict an observation does not belong to a class and it actually does not belong to that class;
False Positives (FP): predict an observation belongs to a class but it does not belong to that class;
False Negatives (FN): predict an observation does not belong to a class but it does belong to that class.
The following metrics are used to evaluate or measure the performance of a classification model: 
Accuracy measures how often the classifier makes the correct predictions, it is defined as the ratio between the number of correct predictions and the number of total predictions.

Precision measures the proportion of predicted positive results that are actually positive, it is defined as the fraction of examples (true positives) among all of the examples which were predicted to belong in a certain class (positive).

Recall measures how much the classifier can predict in an actual positive sample, it is defined as the fraction of examples which were predicted to belong to a class with respect to all of the examples that truly belong in the class.

F1-score is a combination of precision and recall, providing a balanced measure of the model's ability to find all true positive cases and its ability to avoid false positives.

· 7.5.1.2	Regression model evaluation
AI regression model evaluation is the process of measuring the accuracy and performance of a regression model developed using artificial intelligence (AI) techniques. Regression analysis is a statistical method used to predict the relationship between dependent and independent variables. Some of the most commonly used evaluation metrics for regression models are listed as following:
Mean Squared Error (MSE): measures the average squared error between the predicted and actual values. It's represented as the average of the squared differences between the predicted and actual values.
Root Mean Squared Error (RMSE): the square root of the mean squared error, this metric indicates the deviation of the predicted values from the actual values.
Mean Absolute Error (MAE): measures the average absolute difference between the predicted and actual values. This metric is robust to outliers.
R-squared (R2): determines how well the regression line fits the data by measuring the proportion of the variance explained by the model.
7.5.2	Metrics for AI/ML-based media services
Given that most scenarios that we’re dealing with in the scope of this study involve computer vision tasks, for model performance metrics, the evaluation framework should reuse existing metrics that are well-established in the research community. There exists different metrics depending on the type of task performed by the model.
For object classification tasks, the metrics are:
1. Accuracy: Accuracy is the simplest metric for evaluating classification performance. It measures the percentage of correctly classified objects out of the total number of objects in the dataset. While accuracy is easy to understand and compute, it can be misleading if the dataset is imbalanced, or the cost of misclassifying different categories is not equal.
2. Precision: Precision measures the proportion of true positives among all the objects that the model classified as positive. It is useful when the cost of false positives is high, and it is essential to avoid misclassifying objects. 
3. Recall: Recall measures the proportion of true positives among all the objects that belong to the positive class in the dataset. It is useful when the cost of false negatives is high, and it is essential to detect all objects in the dataset. 
4. F1 Score: The F1 score is the harmonic mean of precision and recall and provides a balanced view of the model's performance.
For object detection tasks, the metrics are:
5. Intersection over Union (IoU): IoU is one of the most commonly used metrics for evaluating object detection algorithms. It measures the overlap between the ground truth bounding box and the predicted bounding box. IoU is computed as the ratio of the intersection of the two boxes to the union of the two boxes. A higher IoU score indicates better object detection accuracy.
6. Precision and Recall: Precision measures the fraction of true positives (correctly identified objects) out of all predicted positives (objects identified by the algorithm). Recall measures the fraction of true positives out of all ground truth positives (objects that should have been identified). A high precision score indicates that the algorithm is correctly identifying objects, while a high recall score indicates that the algorithm is not missing any objects.
7. Average Precision (AP): AP is a commonly used metric for evaluating object detection algorithms. It measures the precision at different levels of recall and then averages them. AP provides a single number that summarizes the overall performance of the algorithm. A higher AP score indicates better object detection accuracy.
8. F1 Score: The F1 score is the harmonic mean of precision and recall. It provides a single number that summarizes the overall performance of the algorithm. A higher F1 score indicates better object detection accuracy.
For object tracking tasks, the metrics are:
1. Intersection over Union (IoU): IoU is also commonly used for evaluating object tracking algorithms. In this case, it measures the overlap between the ground truth bounding box and the predicted bounding box for each frame in the sequence. A higher IoU score indicates better object tracking accuracy.
2. Precision and Recall: Precision and recall can also be used to evaluate object tracking algorithms. In this case, precision measures the fraction of frames where the algorithm correctly identified the object, while recall measures the fraction of frames where the algorithm correctly tracked the object.
3. Mean Average Precision (mAP): mAP is a commonly used metric for evaluating object tracking algorithms. It measures the average precision at different levels of overlap between the ground truth and predicted bounding boxes over the entire sequence. A higher mAP score indicates better object tracking accuracy.
4. Tracking Precision (TP) and Tracking Recall (TR): TP measures the fraction of frames where the predicted bounding box overlaps with the ground truth bounding box by a certain threshold, while TR measures the fraction of ground truth bounding boxes that were successfully tracked. A high TP score indicates that the algorithm is accurately tracking the object, while a high TR score indicates that the algorithm is not losing track of the object.
For other non-object related tasks, examples model performance metrics may include:
· Regression Model Metrics (MSE, MAE)
· Ranking Model Metrics (MRR, DCG, NDCG)
· Statistical Model Metrics (Correlation)
· Computer Vision Model Metrics (PSNR, SSIM, IoU)
· NLP Model Metrics (Perplexity, BLEU score)
For split inference and model compression related scenarios, other feasibility/performance metrics that should also be considered are:
· Video quality: depending on the scenario, the input or output video quality should also be documented. For example, a video super resolution scenario has to evaluate the quality of the resulting video. For the tasks, the impact of the quality of the input video on the accuracy should also be evaluated.
· Complexity: complexity of the entire process, including video compression and decompression, model compression and decompression (where relevant), and inference process.
· Bitrate: the total bitrate needed for performing the task. This may be 0 for the device anchor. For the network anchor, this includes the video bitrate for the uplink and the bitrate for sharing the task results back to the device. For split inference related scenarios, this should include the intermediate data bitrate.
· Split model size: model size and comparison ratio of the test split model to be delivered (compared to anchor model)
· Intermediate data size or bitrate: a comparison ratio of the intermediate data to be delivered (compared to the data size or bitrate of the relevant data from the anchors)
· Compressed model size: the compression ratio of the compressed model compared to the original reference model.
· Compressed intermediate data ratio: compression ratio of the compressed intermediate data bitstream compared to the original intermediate data bitstream
· Latency: the latency requirements for each scenario must also be taken into account to evaluate the feasibility of the proposed solutions, in particular for split inference scenarios, such as:
· Inference latency metrics
· local inference time
· Remote inference time
· Total local and inference time
· End to end latency 
· Other latency metrics
· Encoding/decoding time.
· intermediate data delivery time
· [bookmark: _GoBack]Resources metrics of UE and/or DN:
· Computing power consumption on node
· CPU time
· GPU time  
· Memory usage
· Energy consumption

--------------------------------------------- End of Change ---------------------------------------------------------------------------

3 Proposal
[bookmark: _Int_mpV9oikd]We propose to update clause 6 and 7 of the permanent document with the above proposed changes.
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