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1 Introduction
At the SA4-122 meeting, it was decided to select one or several frameworks and/or libraries and a list of models as a baseline for conducting traffic characteristics measurements on AIML model data and AIML intermediate data. At the recent ad-hoc video meeting held on March 28th, it was proposed to compile a list of candidate scenarios for selection in the evaluation process.

This contribution provides an initial description of a split Inferenced Object Recognition in Image and Video scenarios.  


2 Proposed changes	

--------------------------------------------- Begin change -------------------------------------------------------------------------

1. Scenario: Split Inferenced Object Recognition in Image and Video
2. Motivation

This scenario falls under the use case of Object Recognition in Image and Video.

An example is to find the best compromise between privacy, energy consumption on the UE device and latency.
 
This includes evaluation of :
· Split point characteristics: Evaluation of different split points for each selected model. 
· Split point reselection: Evaluation of the split points characteristics regarding different conditions (UE capabilities/Network conditions).
· Dynamic split point continuity: Evaluation of service continuity upon split point reselection.    
· Intermediate data delivery: Evaluation of the delivery in uplink or downlink.
· Intermediate data compression/optimization: Evaluation of the impact of Intermediate data optimization and/or compression techniques

3. Description of scenario

a. Local image capture – local initial inference

· Use-cases: Privacy preserving of AI service from an image captured by the local device when inference starts from local node.
· Scenario description: The local device captures an image then, performs inference for the first part of the model on the captured image, sends the output intermediate data to the remote node that executes the remaining part of the model, which in turn sends the inference result back to the local device.
· AI/ML model task: Object detection in image

b. Local image capture – remote initial inference

· Use-cases: Device task specific of an AI service from an image captured by the device when inference starts from the remote node. 
· Scenario description. The local device captures and sends an image to the remote node. The remote node performs inference for the first part of the model on the received image, then sends the output intermediate data back to the local node that executes the remaining part of the model to obtain the final inference result.
· AI/ML model task: Object detection in image

c. Local video capture – local initial inference

· Use-cases: Privacy preserving of AI service from a video sequence captured by the local device.
· Scenario description: The local device captures a video sequence then, performs inference for the first part of the model on the captured video sequence, sends the output intermediate data to the remote node that executes the remaining part of the model, which in turn sends the inference result back to the local device.
· AI/ML model task: Object detection in video

d. Local video capture – remote initial inference

· Use-cases: Device task specific of an AI service from video sequence captured by the local device.
· Scenario description: The local device captures and sends a video sequence to the remote node. The remote node performs inference for the first part of the model on the received video sequence, then sends the output intermediate data back to the local node that executes the remaining part of the model to obtain the final inference result.
· AI/ML model task: Object recognition in video

4. Supporting companies and 3GPP members

TBD

5. Reference trained AI/ML model for the scenario

a. Base model used :
Resnet50, VGG16
Source: https://keras.io/api/applications/ 

b.	Framework language used : Tensorflow - Keras

c.	Architecture/model type: CNN

d.	Number of layers
Resnet50: 50 layers
Vgg16: 16 layers

e.	Number of parameters
Resnet50: 26 M
Vgg16: 138 M

f.	Model size
Resnet50: 104 MB
Vgg16: 552 MB

g.	Details of data set used for training : ImageNet 
	


6. AI/ML model split configuration factors, constraints and settings
Many factors may contribute to the split point decision for this scenario. The service time of the split inference may include device and network inference times, as well as the latency corresponding to the delivery of the intermediate data.

Ref : intermediate data testbed architecture clause §7


7. Compression or optimization constraints and settings:

N/A

8. Feasibility/performance metrics and requirements

Ref: Metrics section clause §7

Selection of metrics measured from the local anchor, the remote anchor, and the split configuration.
· split points Information 
· Model name
· Split layer name
· Model performance metrics
· Accuracy
· Split layer data 
· Input data size 
· preprocessed input data size
· intermediate data size (Raw) 
· intermediate data size delivery size after serialization/compression
· Inference latency metrics
· local inference time
· Remote inference time
· Total local and inference time
· End to end latency metrics 
· Network metrics
· Encoding/decoding time.
· intermediate data delivery time
· Computing power consumption on node
· CPU time
· GPU time  
· Memory usage
· Energy consumption


9.	Interoperability considerations for the scenario:

TBD

10.	Reference data set(s)
TBD

11.	Detailed test conditions:
TBD

12.	External Performance data
TBD

13.	Additional Information
TBD

--------------------------------------------- End change -------------------------------------------------------------------------

3 Proposal
We propose to include the text in the clause 7 as a baseline for refinement and improvements. 
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