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1 [bookmark: _Toc504713888]Introduction

At the SA4-122 meeting, it was decided to select a list of models as a baseline for conducting traffic characteristic measurements on AI/ML data.
The selected models should be compatible with a list of the selected library/framework(s) for running the models. Considering the diversity of models, a good practice is to select a few of them based on objective and concrete criteria.

This contribution discusses the characteristics of AI/ML model. and proposes criteria for selecting the most appropriate models. 

This contribution also reviews the AI/ML models mentioned either in the SA1 reference document 3GPP TR 22.874 as well as in the current the permanent document V0.6. The attached file titled ‘models_referencing.xls ' contains a comprehensive review of the models.
2 proposed changes.
--------------------------------------------- Begin change -------------------------------------------------------------------------
7 AI/ML evaluation framework
7.X	AI Models

7.X.1	Model review

1. Discussion
1.1. Model review
The excel sheet [1] contains the models mentioned in SA1 and in the permanent document v0.6. It can be considered a working document not fully completed yet.
The goals of this sheet are:
· To help mapping AI/ML model to use cases to experiment.
· To list the supported frameworks for each AI/ML model.
· To give information about the license of the AI/ML model.
· To give reference on the original publication/paper.

7.X.2	Model Availability

1.2. Model availability
We may distinguish several cases:
1. Pre-trained model available from the frameworks.
2. Pre-trained model not available from the frameworks but from an external source, for instance GitHub. 
3. Non-trained model.
4. New model/ 

Case 1) can be illustrated by the ResNet50 model which is available from both PyTorch and TensorFlow/Keras frameworks.

Case 2) can be illustrated with the EDSR model, where the model authors proposed a PyTorch implementation of their model which is available from a GitHub repository.

Case 3) is where proponents want to perform experiments from a well-known model and retrain it with a specific dataset corresponding to the use case to be evaluated. For example, YOLO or AlexNet are not available in TensorFlow/Keras.

Case 4) is for proponents who propose new model architecture.

For case 2), the proponent shall share the information on how to get the model, and how to run the experiments.

For cases 3) and 4), the proponents shall share the AI/ML model data (dataset, hyperparameters, etc.…) and describe how they train the AI/ML model.

7.X.2	Model selectioncharacteristics

The selection shall be done on objective criteria. A proposal is to select models based onSome characteristics that define an AI/ML model:
· Model Popularity within scientific community: The model is often cited in scientific papers and as such is recognized as an efficient model by many frameworks, in particular the frameworks listed in doc “Frameworks for evaluation”. ResNet50 or MobileNet are good examples of such models.
· Availability as a pre-trained version: Pre-trained version of the model as proposed by the framework should be preferred. Untrained models are possible under conditions above.
· AIML model Task: It depends on the use cases and scenarios to evaluate. The preferred domain is computer vision, which include object detection, image recognition, segmentation, pose estimation, image classification.
· Format: By default, the model format is the framework model format to be supported, for example ONNX and/or NNEF.
· “Splitability”: Ability to split/partition the model in two subsets. Some models may be easier to split than others depending on the complexity of the relations between the layers.  

7.X.3  
Pre-trained models’ repository

ModelZoo [2] is a popular repository providing open-source deep learning code and pre-trained models for a range of different frameworks (e.g., TensorFlow, Pytorch) and for different model tasks categories (e.g. computer vision, NLP).

TensorFlow proposes a collection of pre-trained models in [3], [4] and [5].

Keras Applications [4] are deep learning models that are made available alongside pre-trained weights. These models can be used for prediction, feature extraction, and fine-tuning.
	
2. Proposal
We suggest focusing primarily on the most popular AI/ML models, for example the ResNet model family for object detection tasks. These types of models are well-known by the research community but also by the industry and are therefore well documented which may help comparing figures or results. TensorFlow/Keras and PyTorch support them.

7.X.4  References 
3. References
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--------------------------------------------- end of change -------------------------------------------------------------------------
3 Proposal

We propose to include the text in the clause 7 of the permanent document as a baseline for refinements and improvements. 
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