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1. Introduction
In last Athens SA4#122 meeting, it’s agreed to focus on the AR/MR QoE metric identification on the content, delivery and device parts based on the AR/MR QoE reference model. This paper intends to focus on the typical procedures for the network/cloud assisted AR/MR scenario, and provide potential AR/MR QoE metrics.
2.	Typical procedure for network assisted AR/MR experience 
In this clause, we mainly focus on the network/cloud assisted AR/MR scenario. The typical procedures can be shown below [1]. 
1.	Application Started: The AR/MR application is started and the application client obtains the entry point from the AR/MR Application service provider. 
2.	Initial AR/MR object retrieval:
2a.	The scene manager obtains the scene description from the scene provider (e.g., located in the Edge/Cloud server) based on the entry point information.
2b.	The Scene Manager parses the entry point and creates the immersive scene.
2d.	The Scene Manager requests XR Runtime to render and display the target scene. 
2e. In case of new scenes or scene updates, return to step 2a.  
3.	XR Spatial Mapping: 
3a.	The XR runtime obtains the sensor data and sends them to the XR spatial computing server (e.g. located in the Edge/Cloud server).
3b.	The XR runtime receive the XR spatial description from the spatial computing server to reconstruct the 3D map for the surroundings and assist the localization of the AR objects.
NOTE:	The steps 2 and 3 can run in parallel and independently.
4.	The AR/MR objects are rendered and displayed at the right place based on the reconstructed 3D map. 
Based on the above typical procedures, the following QoE metrics can be introduced and measured. 
1.	Initial mapping latency for reconstructing the surrounding environmentRegistration latency:	Comment by Thomas Stockhammer: The process is typically called "registration", i.e. Aligning the coordinate systems of the real world and the virtual world. Should we call it Registration Latency.	Comment by Huawei-Qi 0420: Good suggestion. 
This metric belongs to the delivery part with the main impact from the network transmission. Besides, this metric is also available for the local AR/MR experience without network assistance. 	Comment by Thomas Stockhammer: It would likely be good to define this metric independently of the delivery, you can do it in the device as well only if you have some stored maps for example. Do defining the metric is good. Making it a network metric not.	Comment by Huawei-Qi 0420: Add one sentence to clarify this is also available for the local AR/MR experience without network assistance.
This metrics indicates the time from the application is started until the 3D reconstructed map is obtained by the XR runtime and it can be observed in the OP-1. The whole 3D map reconstruction includes following aspects:


Figure 1 Functional diagram for XR Spatial computing with network/cloud support [1]
1)	Surrounding sensing latency;
2)	Sensor information delivery from the MAF to the XR Spatial Computing Server;
3)	3D Map reconstruction and Spatial Description generation;
4)	Spatial Description delivery from the XR Spatial Computing Server to the MAF;
5)	Spatial Description parsing and the local/remote AR object displaying;
2.	Scene startup latency & Interaction latency:	Comment by Thomas Stockhammer: Generally the idea is good, but basically what is to be observed is the following:
1) Initial scene loading - how long takes it until the scene is properly presented
2) Once you interact with the scene, how long takes it until this interaction is visible. The latter is quite hard to determine as you do not know when it is rendered.	Comment by Huawei-Qi 0420: Let’s focus on the initial scene loading latency at this stage. For interaction latency, this is quite similar to the Motion-to-Render-to-Photon latency. 
These two metrics belong to the delivery part with the main impact from the network transmission in this case. Besides, they are also available for the local AR/MR experience without network assistance.
	This metrice scene startup latency indicates the time from the application is started until the remote initial AR scene is displayed in the right place of the reconstructed 3D space. For instance, once the AR application is started, an initial AR scene is requested by the client and further sent back to the AR runtime. 
The interaction latency indicates the time from the new AR scene is requested until the remote new AR scene is displayed. For example, when users clicks to request a specific AR object in the front, the AR scene is then requested by the client and further sent back to the AR runtime for rendering and display.
[bookmark: _GoBack]Editor’s Note: How to monitor the rendering time is FFS.

These can be observed in the OP-1. This can include following aspects: 
Figure 2 Functional structure for AR UE
1)	optionally, AR scene request sent from the MAF to the remote scene server;
2)	AR scene generation and rendering the remote scene server;
3)	AR scene delivery from the scene server to the MAF;
4)	AR scene rendering and display. 
3.	Tracking position prediction error	Comment by Thomas Stockhammer: This seems to be related to the tracking position error from the China Unicom proposal, so rather combine	Comment by Huawei-Qi 0420: Fine to me. After offline check with Shuai, we move the tracking position error in this paper. 515 focuses on the parameters observed at OP#1 and this paper focuses on the potential QoE metrics. 

	This metric belongs to the device part, which mainly depends on the tracking position prediction accuracy.  
Tracking position prediction error mainly refers to the relative position error which indicates the deviation of the relative positions in the real world and the predicted position. This can be observed at OP-1 and derived by comparing the predicated spaces locations and real space locations.

3.	Proposal
Based on the above-mentioned discussion, it is proposed to agree and capture section 2 into the TR 26.812.
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