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[bookmark: _Toc63784936]CHANGE #1

[bookmark: _Toc132137230]4	Overview
[bookmark: _Toc132137231]4.1	Introduction
TDB
[bookmark: _Toc132137232]4.2	XR Baseline ClientGeneral terminal architecture
[bookmark: _Toc132137233]4.2.1	Architecture
1) [Editor’s note: Description of the pipelines, sensors, AR runtime, decoders… identify for what entities capabilities are defined]
The XR Baseline Client represents the functionalities, the peripherals, and the interfaces that are present on a generic XR UE. The actual device may be realized by a single device, or a combination of devices linked together. The details on how to instantiate an XR Baseline Client in the context of a service or deployment scenario is left for the respective Work Items and Study Items to define.
[image: Diagram

Description automatically generated]
Figure 4.2.1-1 - XR general terminal architecture
In terms of functionalities, an XR Baseline Client is composed of:
· An XR application
· An XR Runtime
· An XR Source Management
· A Media Access Function
· A Scene Manager
· A Presentation Engine
· A Media Session Handler 
In addition, those functional blocks are integrated together via interfaces. Interfaces may be made of APIs and/or data formats and collectively act as a contract between the two sides of the interface.
The XR Baseline Client contains the following interfaces:
Editor’s Note: The renumbering was done to align IF-4, IF-5, IF-6, IF-7 and IF-8 with 5GMS interfaces
· IF-1 lies between the XR Runtime on one side and the XR Source Management and the Presentation Engine. IF-1 is implemented as an API-1 that exposes functions provided by the XR Runtime. An example of this API is the Khronos OpenXR API.
· IF-2 describes the functions exposed by the XR Source Management that can be accessed and controlled by the XR application, or possibly other functions in the device. IF-2 is typically implemented as an API. 
· IF-3 lies between the XR Source Management and the Media Access Function and provides serialized information accessible on XR Runtime to the MAF.
· IF-4 lies between the Media Access Function and the 5G System for user plane data.
· IF-5 lies between the UE and the 5G System, implementing control sessions (such as 5G Media Streaming, IMS). This interface provides for instance the functionality of the RTC-5 interface as defined by TS26.506.
· IF-6 lies between the Media Session Handler and the Application/MAF. It offers the tools for them to activate 5G media functionality such as network assistance and edge resource discovery. The IF-8 is realized through an API.
· IF-7 lies between the XR Application and the Media Access function to configure Media Access. This is typically implemented as an API that exposes functions of the MAF.
· IF-8 is an interface that allows the XR application to make use of 5G System connectivity.
· IF-9 lies between the Scene Manager and the Media Access Function.
· IF-10 lies between the Scene Manager and the XR Application.
[bookmark: _Toc132137234]4.2.2	Description of the functional blocks
[Ed note: general description of those blocks, their inputs, output and role in the overall system]
[bookmark: _Toc132137235]4.2.2.1	XR Application
[Ed note: starting point from PD material]
A software application that integrates audio-visual content into the user’s real-world environment.
[bookmark: _Toc132137236]4.2.2.2	XR Runtime
[Ed note: starting point from PD material]
A set of functions that interface with a platform to perform commonly required operations, such as accessing the controller/peripheral state, getting current and/or predicted tracking positions, performing spatial computing, as well as submitting rendered frames to the display processing unit and rendered audio to the speakers with a late stage re-projection to the latest pose.
[bookmark: _Toc132137237]4.2.2.3	XR Source Management
[Ed note: starting point from PD material]
management of data sources provided through the XR runtime such as microphones, cameras, trackers, etc, for instance, making the information available to the XR application or providing it to the MAF for sending in the uplink.
[bookmark: _Toc132137238]4.2.2.4	Media Access Function
[Ed note: starting point from PD material]
A set of functions that enables access to media and other XR-related data that is needed in the Scene manager or XR Runtime to provide an XR experience as well to create delivery formats for information provided by the XR Source Management.
[bookmark: _Toc132137239]4.2.2.5	Scene Manager
[Ed note: starting point from PD material]
A set of functions that supports the application in arranging the logical and spatial representation of a multisensorial scene based on support from the XR Runtime.
[bookmark: _Toc132137240]4.2.2.6	Presentation Engine
[Ed note: starting point from PD material]
A set of composite renderers, rendering the component of the scenes, based on the input from the Scene Manager.
[bookmark: _Toc132137241]4.2.2.7	Media Session Handler
[Ed note: starting point from PD material]
A set of functions responsible for handling all 5G control plane operations, such as requesting network assistance, discovering and allocating edge resources, etc. This may be realized as a 5G-RTC MSH, 5GMS Media Session Handler, or any other function

CHANGE #2

[bookmark: _Toc132137243]5	General and systems functions and capabilitescapabilities
[Ed note: Description of general functions such as sensors, runtime and their different capabilities, same for system aspects including protocols…]
[bookmark: _Toc130832420][bookmark: _Toc132137244]5.1	Metadata formats
[bookmark: _Toc130832421][bookmark: _Toc132137245]5.1.1	General
TBD
[bookmark: _Toc130832422][bookmark: _Toc132137246]5.1.2	Pose Prediction Format
The split rendering client on the XR device periodically transmits a set of pose predictions to the split rendering server. The type of the message shall be set to “urn:3gpp:split-rendering:v1:pose”.
Each predicted pose shall contain the associated predicted display time and an identifier of the XR space that was used for that pose. 
Depending on the view configuration of the XR session, there could be different pose information for each view. 
The payload of the message shall be as follows:
Table 5.1.2-1 - Pose Prediction Format
	Name
	Type
	Cardinality
	Description

	poseInfo
	Object
	1..n
	An array of pose information objects, each corresponding to a target display time and XR space. 

	  displayTime
	number
	1..1
	The time for which the current view poses are predicted.

	  xrSpace
	number
	0..1
	An identifier for the XR space in which the view poses are expressed. The set of XR spaces are agreed on between the split rendering client and the split rendering server at the setup of the split rendering session.

	  viewPoses
	Object
	0..n
	An array that provides a list of the poses associated with every view. The number of views is determined during the split rendering session setup between the split rendering client and server, depending on the view configuration of the XR session.

	     pose
	Object
	1..1
	An object that carries the pose information for a particular view.

	        orientation
	Object
	1..1
	Represents the orientation of the view pose as a quaternion based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the quaternion.

	             y
	number
	1..1
	Provides the y coordinate of the quaternion.

	             z
	number
	1..1
	Provides the z coordinate of the quaternion.

	             w
	number
	1..1
	Provides the w coordinate of the quaternion.

	        position
	Object
	1..1
	Represents the location in 3D space of the pose based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the position vector.

	             y
	number
	1..1
	Provides the y coordinate of the position vector.

	             z
	number
	1..1
	Provides the z coordinate of the position vector.

	     fov
	Object
	1..1
	Indicates the four sides of the field of view used for the projection of the corresponding XR view.

	        angleLeft
	number
	1..1
	The angle of the left side of the field of view. For a symmetric field of view this value is negative.

	        angleRight
	number
	1..1
	The angle of the right side of the field of view.

	        angleUp
	number
	1..1
	The angle of the top part of the field of view.

	        angleDown
	number
	1..1
	The angle of the bottom part of the field of view. For a symmetric field of view this value is negative.


[bookmark: _Toc130832423][bookmark: _Toc132137247]5.1.3	Action Format
Actions are grouped into action sets, which may be activated and deactivated during the lifetime of an XR session. The action sets and actions are negotiated at the start of the split rendering session. 
The split rendering client reports any changes to action state as soon as it occurs by sending a message of the type “urn:3gpp:split-rendering:v1:action”.
The content of the action message type shall follow the following format:
Table 5.1.3-1 - Action Format
	Name
	Type
	Cardinality
	Description

	actionSets
	Object
	1..n
	An array of active action sets, for which there is at least an action that has a state change. 

	     actions
	Object
	1..n
	An array of objects that conveys information about the actions of the parent action set.

	         identifier
	string
	1..1
	A unique identifier of the action that was agreed upon during split rendering session setup.

	         subactionPath
	string
	1..1
	The sub-action path for which the state has changed. It abstracts a binding between an action and the hardware input associated to it by the XR runtime.

	         state
	object
	1..1
	The state of the action that had a change in state.

	            lastChangeTime
	number
	1..1
	The timestamp of the last change to the state of this action.

	            currentStateBool
	Bool
	0..1
	The current Boolean state of the action

	            currentStateNum
	number
	0..1
	The current numerical state of the action.

	            currentStateVec2
	Array
	0..1
	An array of numerical state values for the action.



[bookmark: _Toc130832424][bookmark: _Toc132137248]5.1.4	JSON Schema
The JSON schema for the message and the defined message types is provided in the following table:
	{
    "$schema" : "http://json-schema.org/draft-07/schema",
    "title" : "Split Rendering Metadata Format",
    "type" : "object",
    "description": "Defines the split rendering timed metadata message format.",    
    "properties" : {
        "version": {
            "type": "number",
            "default": 1    
        },
        "type": {            
            "oneOf": [
                {"type": "string",},
                {"enum": ["sr-pose", "sr-action"]}
            ]
        },
        "timestamp": {
            "type": "string"
        },
        "content": {
            "oneOf": [
                {"$ref": "#/$message/poseInfo"},
                {"$ref": "#/$message/actionSet"},
                {"type": "object"}
            ]
        },
        "$message": {
            "poseInfo": {
                "type": "object",
                "properties": {
                    "displayTime": {
                        "type": "number"
                    },
                    "xrSpace": {
                        "type": "number"
                    },
                    "viewPoses": {
                        "type": "array",
                        "items": {
                            "$ref": "#/$components/viewPose"
                        }
                    }                                        
                }              
            },
            "actionSets": {
                "type": "object",
                "properties": {
                    "type": "array",
                    "items": {
                        "$ref": "#/$components/action"
                    }
                }
            }
        }, 
        "$components": {
            "ViewPose": {
                "type": "object",
                "properties": {
                    "pose": {
                        "type": "#/$components/pose"             
                    },
                    "fov": {
                        "type": "#/$components/fov"
                    }
                }
            },
            "pose": {
                "type": "object",
                "properties": {
                    "orientation": {
                        "type": "#/$components/position"
                    },
                    "position": {
                        "type": "#/$components/orientation"
                    }
                }
            },
            "position": {
                "type": "object",
                "properties": {
                    "x": {
                        "type": "number"
                    }, 
                    "y": {
                        "type": "number"
                    }, 
                    "z": {
                        "type": "number"
                    }
                }
            },
            "orientation": {
                "type": "object",
                "properties": {
                    "x": {
                        "type": "number"
                    }, 
                    "y": {
                        "type": "number"
                    }, 
                    "z": {
                        "type": "number"
                    },
                    "w": {
                        "type": "number"
                    }
                }
            },
            "fov": {
                "type": "object",
                "properties": {
                    "angleLeft": {
                        "type": "number"
                    },
                    "angleRight": {
                        "type": "number"
                    },
                    "angleUp": {
                        "type": "number"
                    },
                    "angleDown": {
                        "type": "number"
                    }
                }
            },
            "action": {
                "type": "object",
                "properties": {
                    "identifier": {
                        "type": "string"
                    },
                    "subactionPath": {
                        "type": "string"
                    },
                    "state": {
                        "$ref": "#/$components/state"
                    }
                }
            },
            "state": {
                "type": "object",
                "properties": {
                    "lastChange": "number",
                    "oneOf": [
                        {
                            "currentStateBool": {
                                "type": "boolean"
                            }
                        },
                        {
                            "currentStateNum": {
                                "type": "number"
                            }
                        },
                        {
                            "currentStateVec2": {
                                "type": "object",
                                "properties": {
                                    "v1": {"type": "number"},
                                    "v2": {"type": "number"}
                                }
                            }
                        }
                    ]
                }
            }
        }
    },
    "required": [ "version", "type", "timestamp" ] 
}




CHANGE #3
[bookmark: _Toc132137249]6	Visual functions and capabilities
[Ed note: eg description of video formats and codecs, same for GPU capabilities and formats]
[bookmark: _Toc130832416][bookmark: _Toc132137250]6.1	Video capabilities
[bookmark: _Toc130832417][bookmark: _Toc132137251]6.1.1	Video Decoding 
AVC-FullHD-Dec: the capability to decode H.264 (AVC) Progressive High Profile Level 4.0 [6] bitstreams, with the chroma format being 4:2:0; and the bit depth being 8 bit.
HEVC-FullHD-Dec: the capability to decode H.265 (HEVC) Main10 Profile, Main Tier, Level 4.1[7] bitstreams that have general_progressive_source_flag equal to 1, general interlaced_source_flag equal to 0, with the chroma format being 4:2:0; and the bit depth being 8 bit.
[bookmark: _Toc130832418][bookmark: _Toc132137252]6.1.2	Video Encoding 
AVC-FullHD-Enc: the capability to encode H.264 (AVC) Progressive High Profile Level 4.2 [6] bitstreams, with the chroma format being 4:2:0; and the bit depth being 8 bit.
HEVC-FullHD-Enc: the capability to encode a video signal to a bitstream that is decodable by a decoder that is HEVC-FullHD-Dec capable as defined in clause 6.1
[bookmark: _Toc130832419][bookmark: _Toc132137253]6.1.3	Video decoding interface
AVC-HEVC-2-Dec: the capability to support two concurrent video decoding instances from any of the following profiles that are AVC-FullHD-Dec  and HEVC-FullHD-Dec.
AVC-HEVC-4-Dec: the aggregate simultaneous processing of four video decoding instances of HEVC-UHD-Dec and HEVC-8k-Dec.
[bookmark: _Toc132137254]6.2	Graphical processing capabilities
[Ed note: eg description of formats for GPU capabilities and formats]
CHANGE #4

[bookmark: _Toc132137257]9	AR device categories
[bookmark: _Toc132137258]9.1	Introduction 
[bookmark: _Toc132137259]9.2	Thin Augmented Reality User Equipment (Thin AR UE)Device type 1
[bookmark: _Toc132137260]9.2.1 	General
This AR device, referred to as "Thin AR UE", follows the principles of a device with a 5G System that operates with the assistance of an edge device to power AR applications, especially for visual rendering aspects.
Because of its lightweight design goal, the Thin AR UE is not capable of rendering complex 3D scenes or objects while at the same time making use of the composition capabilities of the XR runtime without any limitation compared to more powerful AR device categories. 

[bookmark: _Toc132137261]9.2.2	Refined architecture
In its typical operation, the Thin AR UE consumed media data which is pre-rendered for a specific point in time in the future and for a specific render pose by an entity outside of the device, for example in the 3GPP network. In this scenario, the Scene Manager merely converts the received data to be compatible with the formats supported by the XR Runtime. Pre-rendering for video may be done to 2D video projections, possibly augmented with additional depth information as denoted as 2.5D in Figure 9.2.2-1. For audio, equivalent pre-rendering formats may be used. To realise this edge-assisted operation, the UE sends a coded representation of the 6DoF pose sampled from the XR Runtime via the uplink to be used for the pre-rendering. 
[image: Diagram

Description automatically generated]
Figure 9.2.2-1 – Thin AR UE device architecture

[bookmark: _Toc132137262]9.2.3	General and system capabilities
TBD
[bookmark: _Toc132137263]9.2.4	Visual capabilities
[bookmark: _Toc132137264]9.2.4.1	Video decoding
TBD
[bookmark: _Toc132137265]9.2.4.2	Video decoding interface
TBD
[bookmark: _Toc132137266]9.2.4.3	Video encoding
TBD
[bookmark: _Toc132137267]9.2.4.4	Visual rendering
TBD

[bookmark: _Toc132137268]9.2.5	Audio capabilities
TBD
[bookmark: _Toc132137269]9.3	Augmented Reality User Equipment (AR UE)
[bookmark: _Toc132137270]9.3.1 	General
This AR device, referred to as "AR UE", follows the principles of a device with a 5G System that enables standalone operation. In addition, this device may be operating in coordination with an edge device.
[bookmark: _Toc132137271]9.3.2	Refined architecture
The AR UE is regular 5G UE with 5G connectivity provided through an embedded 5G modem and 5G system components. Compared to the Thin AR UE, the AR UE has the capabilities to locally render the AR audio and visual scene as well as the uplink of captured media. The AR UE may also operate under the constrain of a Thin AR UE if and when the use of an edge is desirable from the perspective of the user and/or the service operator.
Figure 9.3.2-1  provides the technical architecture of the AR UE. 
[image: Diagram

Description automatically generated]
[bookmark: _Ref103839657][bookmark: _Ref119662740]Figure 9.3.2-1 – AR UE device architecture

[bookmark: _Toc132137272]9.3.3	General and system capabilities
TBD
[bookmark: _Toc132137273]9.3.4	Visual capabilities
[bookmark: _Toc132137274]9.3.4.1	Video decoding
The AR UE shall support video decoding AVC-FullHD-Dec as defined in clause 6.1.1.
The AR UE should support video decoding HEVC-FullHD-Dec as defined in clause 6.1.1.
[bookmark: _Toc132137275]9.3.4.2	Video decoding interface
The AR UE shall support the video decoding interface AVC-HEVC-2-Dec defined in clause 6.1.3.
[bookmark: _Toc132137276]9.3.4.3	Video encoding
The AR UE shall support video decoding AVC-FullHD-Enc as defined in clause 6.1.2.
The AR UE should support video decoding HEVC-FullHD-Enc as defined in clause 6.1.2.
[bookmark: _Toc132137277]9.3.4.4	Visual rendering
TBD
[bookmark: _Toc132137278]9.3.5	Audio capabilities
TBD
[bookmark: _Toc132137279]9.4	eXtended Reality User Equipment (XR UE)
[bookmark: _Toc132137280]9.4.1 	General
This AR device referred to as "XR UE" is a device with a 5G System that enables standalone operation. The XR UE would typically be running the application on a phone form factor without any specific peripheries. In terms of capabilities, the XR UE would typically be the one of a high-end mobile device.
[bookmark: _Toc132137281]9.4.2	Refined architecture
The architecture of the XR UE is identical to the one of the AR UE.
Figure 9.3.2-1 provides the technical architecture of the XR UE. 
[image: Diagram

Description automatically generated]
[bookmark: _Ref128123172]Figure 9.3.2-1 – XR UE device architecture
[bookmark: _Toc132137282]9.4.3	General and system capabilities
TBD
[bookmark: _Toc132137283]9.4.4	Visual capabilities
[bookmark: _Toc132137284]9.4.4.1	Video decoding
The video decoding capabilities shall be aligned with TS 26.511 and the following shall be supported:
· HEVC-UHD-Dec as defined in clause 4.2.2.1 of TS 26.511
The video decoding capabilities shall be aligned with TS 26.511 and the following should be supported:
· HEVC-8k-Dec as defined in clause 4.2.2.1 of TS 26.511
[bookmark: _Toc132137285]9.4.4.2	Video decoding interface
The XR UE shall support the video decoding interface AVC-HEVC-4-Dec defined in clause 6.1.3.
[bookmark: _Toc132137286]9.4.4.3	Video encoding
The XR UE shall support video encoding HEVC-4k-Enc as defined in TS 26.511.
[bookmark: _Toc132137287]9.4.4.4	Visual rendering
TBD
[bookmark: _Toc132137288]9.4.5	Audio capabilities
TBD


END OF CHANGES

image1.png
56 system
(Uu)

Presentation Engine.

Microphones




image2.png
"6 53

Thin
Presentation Engine.

56 system
(Uu)

Microphones




image3.png
56 system
(Uu)

Presentation Engine.

Microphones




image4.png
"6

Presentation Engine.

56 system
(Uu)

Microphones




