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1. Introduction
At the SA4#122 Meeting, in [1] a proposal for a renderer for IVAS was made, relying on the rendering scheme of the IVAS candidate. It is however felt more transparent and safe, to agree on a set of reference rendering schemes in advance, which is to be used for all conditions in IVAS selection testing. 
This contribution proposes a set of reference rendering schemes. These rendering schemes are for the biggest part available in literature or already defined reference rendering schemes. Moreover, a Python implementation is available in https://forge.3gpp.org/rep/ivas-codec-pc/ivas-processing-scripts/-/tree/main .
For the Python implementation, respective example commandlines are provided. Additional information can be found in examples/audiotools.ipynb. The complete set of commandlines can be made available for inclusions in the IVAS-7a Processing Plan, once the exact operation points are known.

2. Proposed Rendering Schemes
Rendering to Binaural (HRIRs)
Input format Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), surround + height (5.1+4 and 7.1+4)
For surround (5.1, 7.1) and surround + height (5.1+4, 7.1+4) input formats, direct convolution using the Default HRIR set as specified in [7], Annex B.1 is used. The subset of the HRIRs corresponding to the loudspeaker positions is selected. 
Binaural rendering of stereo is implemented as a pass-through. Mono input is first rendered to stereo and then considered as binaural.
Example commandline (5.1 Input Format):
python3 -m ivas_processing_scripts.audiotools -if 5_1 -of BINAURAL
-i path/to/input_file -o path/to/output_file
Input format Binaural audio
For binaural audio as input and output format, no extra rendering is applied (pass-through).	
[bookmark: OLE_LINK4][bookmark: OLE_LINK3]Input format Scene-based audio (Ambisonics): FOA, HOA2 and HOA3
A computationally efficient and therefore preferred signal domain for binaural rendering of scene-based audio is the spherical harmonics domain. This relies on the HRIRs transformed from time to spherical harmonics domain in which the Ambisonics component signals can directly be convolved with the transformed HRIRs. There are various techniques for the transformation that all rely on least square optimization techniques under certain optimization constraints. During the IVAS codec Public Collaboration, several candidate techniques were studied in terms of their quality performance to keep a good balance between spatial resolution of especially higher order Ambisonics and low degree of timbral artifacts. Based on that study, the sources suggest adopting sets of transformed HRIRs that have been obtained from the default HRIRs (See Annex B of Pdoc IVAS-4) using a technique developed by one of them (Dolby). A specification of the transformation method will be made available as part of the IVAS codec deliverables. 
Specifically, the sets of HRIRs in spherical harmonics domain are unique for each Ambisonics order. Their length is 128 samples. The transformed HRIRs will be made available along with the reference renderer.    
Example commandline (HOA3 input format):
python3 -m ivas_processing_scripts.audiotools -if HOA3 -of BINAURAL
-i path/to/input_file -o path/to/output_file
Input format Metadata-assisted spatial audio 
The rendering of Metadata-assisted spatial audio (MASA) is performed using the masaRenderer as provided in [8]. The masaRenderer supports rendering to binaural audio using the Default HRIR ser as specified in [7], Annex B.1. In the scripts, a simple wrapper around masaRenderer is provided.
Example commandline (MASA 1 transport channel):
python3 -m ivas_processing_scripts.audiotools -if MASA1 -of BINAURAL
-i path/to/input_file -o path/to/output_file –im metadata.met
Input format Object-based audio
For object based audio as an input format, rendering supporting the minimal set of object metadata as defined in [7] Annex C using the Default HRIR ([7], Annex B.1) is supported. Object position by means of azimuth and elevation on a 20ms frame basis are taken into account. A convolution of object audio with interpolated HRIRs corresponding to the object position is performed. The interpolation is performed as subsequently described:
· Interpolation is performed according to the following:
· Frame-wise dynamic search of suitable triangle on sphere 
· Triangle has to contain target position and has to be as small as possible  proximity search starting with nearest three points on sphere (great circle distance) and subsequently increasing search distance if triangle is not suitable
· Test if target position lies in current triangle is done by checking the signs of the spherical Barycentric coordinates [5]
· When suitable triangle is found, compute the spherical barycentric coordinates and apply these weights to the respective HRIRs at the triangle vertices (similar to the bilinear interpolation in [6])
· A crossfade is performed between frames
· The interpolated HRIR is used for convolution
Example commandline (2 objects):
python3 -m ivas_processing_scripts.audiotools -if ISM2 -of BINAURAL
-i path/to/input_file -o path/to/output_file –im meta_1.csv meta_2.csv

Binaural Room (BRIRs)
Input format Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), surround + height (5.1+4 and 7.1+4)
For surround (5.1, 7.1) and surround + height (5.1+4, 7.1+4) input formats, direct convolution using the Default BRIR set as specified in [7], Annex B.2 is used. The subset of the BRIRs corresponding to the loudspeaker positions is selected. 
Binaural room rendering of stereo is implemented as a pass-through. Mono input is first rendered to stereo and then considered as binaural room.
Example commandline (5.1 Input Format):
python3 -m ivas_processing_scripts.audiotools -if 5_1 -of BINAURAL_ROOM
-i path/to/input_file -o path/to/output_file
Input format Binaural audio
For binaural audio as input and output format, no extra rendering is applied (pass-through).
Input format Scene-based audio (Ambisonics): FOA, HOA2 and HOA3
For scene based audio, binaural room rendering using the sparse BRIR set as specified in [7], Annex B.2 is performed in two steps: 
1. (Pre-) rendering from Ambisonics to 7.1+4 loudspeaker layout
2. Binaural room rendereding from 7.1+4 with BRIRs (see above)
Example commandline (HOA3 Input Format):
python3 -m ivas_processing_scripts.audiotools -if HOA3 -of BINAURAL_ROOM
-i path/to/input_file -o path/to/output_file
Input format Metadata-assisted spatial audio
For Metadata-assisted spatial audio, binaural room rendering using the sparse BRIR set as specified in [7], Annex B.2 is performed in two steps:
1. (Pre-) rendering to 7.1+4 using the masaRenderer as defined in the MASA reference software [8].
2. Further rendered from 7.1+4 with BRIRs (see above)
Example commandline (MASA 1 transport channel):
python3 -m ivas_processing_scripts.audiotools -if MASA1 -of BINAURAL_ROOM
-i path/to/input_file -o path/to/output_file –im metadata.met
Input format Object-based audio
For Object-based audio, binaural room rendering using the sparse BRIR set as specified in [7], Annex B.2 is performed in two steps
1. (Pre-) rendering from Object based audio to 7.1+4 loudspeaker layout by EFAP panning
2. Further rendered from 7.1+4 with BRIRs (see above)
Example commandline (2 objects):
python3 -m ivas_processing_scripts.audiotools -if ISM2 -of BINAURAL_ROOM
-i path/to/input_file -o path/to/output_file –im meta_1.csv meta_2.csv

Loudspeaker
Input format Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), surround + height (5.1+4 and 7.1+4)
The channel-based audio input formats mono (1.0 - CICP1), stereo (2.0 – CICP2), surround (5.1 – CICP6 and 7.1 – CICP12), surround + height (5.1+4 – CICP16 and 7.1+4 – CICP19) are expected to be routed directly to the corresponding loudspeaker format. No additional rendering is expected.
Input format Binaural audio
Playback of binaural audio on loudspeaker is currently not foreseen in the selection tests and thus currently not supported.
Input format Scene-based audio (Ambisonics): FOA, HOA2 and HOA3
Loudspeaker rendering for scene-based audio uses the all-round Ambisonic panning and decoding (ALLRAD) [4]. ALLRAD is implemented with EFAP [3] in intensity panning mode (a.k.a EFIP) as the panning method after subjective listening showed benefits for intensity panning over amplitude panning and EFAP over VBAP. A t-design of order 11 was chosen according to the recommendation to use a design of order  2N+1. The following output configurations are supported: Surround (5.1 – CICP6 and 7.1 – CICP12), surround + height (5.1+4 – CICP16 and 7.1+4 – CICP19).
Example commandline (HOA3 input format):
python3 -m ivas_processing_scripts.audiotools -if HOA3 -of 7_1_4
-i path/to/input_file -o path/to/output_file
Input format Metadata-assisted spatial audio 
The rendering of Metadata-assisted spatial audio (MASA) is performed using the masaRenderer as provided in [8]. The masaRenderer supports rendering to 5.1 (CICP6) and 7.1.4 (CICP19) loudspeaker format. In the scripts, a simple wrapper around masaRenderer is provided.
Example commandline (MASA 1 transport channel):
python3 -m ivas_processing_scripts.audiotools -if MASA1 -of 7_1_4
-i path/to/input_file -o path/to/output_file –im metadata.met
Input format Object-based audio
Object-based audio is rendered using EFAP [3] to loudspeakers. EFAP was chosen due to benefits shown in subjective tests for sparse loudspeaker layouts. The use of polygons as opposed to triangles helps avoid inconsistencies especially when panning a virtual object e.g., in the rear trapezoid formed by the middle and upper rear speakers of most loudspeaker configurations where VBAP performs an arbitrary triangulation of the trapezoid.
The following output configurations are supported: Surround (5.1 – CICP6 and 7.1 – CICP12), surround + height (5.1+4 – CICP16 and 7.1+4 – CICP19).
Example commandline (2 objects):
python3 -m ivas_processing_scripts.audiotools -if ISM2 -of 7_1_4
-i path/to/input_file -o path/to/output_file –im meta_1.csv meta_2.csv
3. Conclusion
It is proposed to agree on the rendering methods as described above as reference rendering schemes for the IVAS Selection tests, which is to be used for all conditions in IVAS selection testing. It is further on proposed to include Section 2 into the IVAS-7a or IVAS-8a permanent document.
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