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1. [bookmark: _Toc504713888]Introduction
At the SA4 meeting #122, there was an agreement to define an evaluation framework that will be used to validate the support for AI/ML in the 5G system for different scenarios.
In this contribution, we propose an evaluation framework to be used for this evaluation.
The framework aligns with the 5G Video Characterization as defined in TR 26.955.
1. Scenario Template
2.1 	Introduction
The evaluation framework is designed to accommodate different scenarios for the different use cases for the usage and deployment of AI/ML over 5G networks. A scenario describes the evaluation for a specific use case. Use cases have been identified as part of the SA1 study and a selected subset is documented in TR26.927.
2.2 	Template
A scenario should provide the following information (aligned with TR 26.955, Annex A):
· Scenario name
· Use case/Motivation for the scenario
· Description of the scenario that is more specific than the use case description as provided in TR26.927. Predominantly the description should allow to develop a baseline solution.
· Supporting companies, which will commit to providing solutions, performing the evaluation, and cross-checking the results
· DNN model(s) that will serve for building anchors for this scenario
· Data sets that will be used for the evaluation of this scenario. This should include a description of the license, access procedure, and the dataset annotation format.
· Relevant metrics for the evaluation of the solutions for the scenario
· Scripts that will be used for performing the evaluation and calculating the metrics
· Detailed description of the inputs and outputs of the task
· Expected time plan for the scenario completion
· Any additional information that is relevant to the evaluation of the scenario
2.3		Prioritizing Scenarios
Due to the complexity of this evaluation work, scenarios should be prioritized based on their feasibility within a reasonable time frame. A higher priority should be given to scenarios for which the use case is actual, i.e. already being deployed and used. 
Priority should also be given to scenarios that are based on mobile phones and devices, compared to others based on e.g. automotive, surveillance, or UAVs (drones).
Finally, precedence should be given to evaluating the aspects and solutions that are considered in the SA1 study as documented in TR22.874. These are:
· AI/ML operation splitting between AI/ML endpoints
· AI/ML model/data distribution and sharing over 5G system
· Distributed/Federated Learning over 5G system
1. Defining Anchors
Unless proven otherwise, a common set of architectures is assumed for the evaluation framework, irrespective of the scenario. 
The anchor architectures are as follows:
· Running inference completely on the device
· Receiving a compressed video (e.g. from the device), and running inference completely at the network and potentially sharing the inference results with the device.

These anchor architectures are depicted by the following figure:
 [image: ]
In the figure, the left hand side represents the anchor for running the inference at the device side. The right hand side shows the architecture for the anchor where the inference is run on the network side. The anchor model for running on the device should be derived from the anchor model running on the network. 
The derivation process may include:
· Quantization to match the device’s inference engine, e.g. converting the weights and inputs to fixed point or unsigned integers. 
· Re-training of the converted model to optimize for the inference platform. This is allowed but should be accompanied by results without re-training.
· Conversion to an exchange format such as ONNX
The supported model libraries are PyTorch and Keras/Tensorflow2.
1. Metrics
Given that most scenarios that we’re dealing with in the scope of this study involve computer vision tasks, the evaluation framework should reuse existing metrics that are well-established in the research community.
For object classification tasks, the metrics are:
1. Accuracy: Accuracy is the simplest metric for evaluating classification performance. It measures the percentage of correctly classified objects out of the total number of objects in the dataset. While accuracy is easy to understand and compute, it can be misleading if the dataset is imbalanced, or the cost of misclassifying different categories is not equal.
2. Precision: Precision measures the proportion of true positives among all the objects that the model classified as positive. It is useful when the cost of false positives is high, and it is essential to avoid misclassifying objects. 
3. Recall: Recall measures the proportion of true positives among all the objects that belong to the positive class in the dataset. It is useful when the cost of false negatives is high, and it is essential to detect all objects in the dataset. 
4. F1 Score: The F1 score is the harmonic mean of precision and recall and provides a balanced view of the model's performance.
For object detection tasks, the metrics are:
5. Intersection over Union (IoU): IoU is one of the most commonly used metrics for evaluating object detection algorithms. It measures the overlap between the ground truth bounding box and the predicted bounding box. IoU is computed as the ratio of the intersection of the two boxes to the union of the two boxes. A higher IoU score indicates better object detection accuracy.
6. Precision and Recall: Precision measures the fraction of true positives (correctly identified objects) out of all predicted positives (objects identified by the algorithm). Recall measures the fraction of true positives out of all ground truth positives (objects that should have been identified). A high precision score indicates that the algorithm is correctly identifying objects, while a high recall score indicates that the algorithm is not missing any objects.
7. Average Precision (AP): AP is a commonly used metric for evaluating object detection algorithms. It measures the precision at different levels of recall and then averages them. AP provides a single number that summarizes the overall performance of the algorithm. A higher AP score indicates better object detection accuracy.
8. F1 Score: The F1 score is the harmonic mean of precision and recall. It provides a single number that summarizes the overall performance of the algorithm. A higher F1 score indicates better object detection accuracy.
For object tracking tasks, the metrics are:
1. Intersection over Union (IoU): IoU is also commonly used for evaluating object tracking algorithms. In this case, it measures the overlap between the ground truth bounding box and the predicted bounding box for each frame in the sequence. A higher IoU score indicates better object tracking accuracy.
2. Precision and Recall: Precision and recall can also be used to evaluate object tracking algorithms. In this case, precision measures the fraction of frames where the algorithm correctly identified the object, while recall measures the fraction of frames where the algorithm correctly tracked the object.
3. Mean Average Precision (mAP): mAP is a commonly used metric for evaluating object tracking algorithms. It measures the average precision at different levels of overlap between the ground truth and predicted bounding boxes over the entire sequence. A higher mAP score indicates better object tracking accuracy.
4. Tracking Precision (TP) and Tracking Recall (TR): TP measures the fraction of frames where the predicted bounding box overlaps with the ground truth bounding box by a certain threshold, while TR measures the fraction of ground truth bounding boxes that were successfully tracked. A high TP score indicates that the algorithm is accurately tracking the object, while a high TR score indicates that the algorithm is not losing track of the object.
Other metrics that should also be considered are:
· Video quality: depending on the scenario, the input or output video quality should also be documented. For example, a video super resolution scenario has to evaluate the quality of the resulting video. For the tasks, the impact of the quality of the input video on the accuracy should also be evaluated.
· Complexity: complexity of the entire process, including video compression and inference process.
· Bitrate: the total bitrate needs for performing the task. This may be 0 for the device anchor. For the network anchor, this includes the video bitrate for the uplink and the bitrate for sharing the task results back to the device.
· Latency: the latency requirements for each scenario must also be taken into account to evaluate the feasibility of the proposed solutions.
1. Datasets and Scripts
We suggest building a docker container that comes with the necessary scripts for downloading the models and datasets, and running the evaluation for each agreed scenario. The Dockerfile should be hosted on a publicly accessible location to all 3GPP members. As example for software management refer to TR 26.955, Annex E.
Potential openly accessible video datasets are:
· YouTubeVIS: Video Instance Segmentation - YouTube-VOS
· SFU-HW-Objects-v1: SFU Multimedia Lab
· TVD: Tencent Video Dataset (TVD) - Tencent Media Lab
For some of the scenarios, companies may be asked to provide a suitable annotated data set to perform the evaluation. This may follow the principle in Annex B of TR 26.955 as well as the test sequence collection in Annex C of TR 26.955.
We offer to collect the data sets, anchors, etc here: https://dash-large-files.akamaized.net/WAVE/3GPP/AIML.
1. Proposal
We propose to agree the contents of sections 2-5 into the permanent document and setup a Github repository for hosting the configuration data and the scripts.
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