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1	Introduction
This contribution proposes a scenario for the AI/ML evaluation framework in FS_AI4Media.
2	Scenario: Split inferenced human pose estimation
2.1	Motivation
Many state of the art XR applications require some form of human body part movement for a given service. At the most basic level, human movement recognition and estimation or arms, hands, fingers, as well as facial parts such as eyes, nose, and ears are essential tools, which can be used as a form of device input for UI control when wearing a head mounted display or glasses type device.
Another trend seen during the covid19 lockdown period, and even post-covid19, is the increase in home fitness applications. Such home wellness applications benefit from the use of advanced motion/pose recognition during exercise and activity recognition, to more simple techniques such as movement counters.
Targeting lightweight and low processing devices such as AR glasses and home IoT devices, splitting the inference process with a network or centralized entity reduces the computational requirements of such lightweight/mobile devices.
This scenario falls under the use case of Object Recognition in Image and Video.
2.2	Description of scenario
Alice is wearing a pair of AR glasses, ready to start her daily mat yoga home fitness program. She does her workout in front of a mirror such that the AR glasses can capture her movements for the application to give better feedback by estimating the pose using spatial locations of key body joints (keypoints).
As a mobile fitness application, Alice is able to do such a work out either at home, at a hotel room on a business trip, or elsewhere as long as she has a 5G connectivity and enough workout space. At the start of the application service, depending on Alice’s AR glass processor capability, 5G connectivity as well as the AI model complexity and architecture, a split inference configuration is negotiated, and the required partial AI/ML model(s) are delivered from the service application in the network to her AR glasses device.
Connected to 5G, during the workout Alice’s AR glasses partially inferences the video captured during the workout, before sending the intermediate data to a remote server where the rest of the inferencing is processed. The results of the inference are sent back to her AR glasses, interpreted by the fitness application, and displayed to her when necessary.
Depending on the AI/ML model used for the service as well as AR Glass processing capability and 5G Network bandwidth, appropriate split points are firstly identified by the application provider, before the selection of a suitable split point according to the characteristics of the service instance.
 output of posenet -> body part recognition-> arm counter?
2.2	Reference trained AI/ML model for the scenario
AI/ML model name: PoseNet (https://www.tensorflow.org/lite/examples/pose_estimation/overview) (https://storage.googleapis.com/download.tensorflow.org/models/tflite/posenet_mobilenet_v1_100_257x257_multi_kpt_stripped.tflite)
a.	Base model used: MobileNet v1
b.	Framework dependencies: TFLite
c.	Architecture/model type: CNN
d.	Number of layers: 31
e.	Number of parameters: 1,180,147
g.	Model size: 13.3 MB

2.3	AI/ML model split constraints and settings
Many factors may contribute to the split point decision for this scenario (and most likely any other split inferencing scenario), but one possible factor and requirement for a split point is that the total service time of the split inference should be equal or less than the inference time of the whole non-split reference. The service time of the split inference may include device and network inference times, as well as the latency corresponding to the delivery of the intermediate data.
2.4	Feasibility/performance metrics and requirements
[Extra information to be provided]



Derivation of test metrics for scenarios related to AI/ML model split points
Split point feasibility/performance metrics:
Metrics which may be used to assess the feasibility of the split point and corresponding split inference operation effectiveness of the split model. 
i. Split model performance metrics: typically the same set of metrics as identified for the original reference model, applied to the outputs of the split model, in order to assess the impact of the split operation on the original reference model. 
ii. Split point feasibility and performance metrics: metrics to assess the feasibility and performance of the split point as well as the overall split inference operation.
· Model size and comparison ratio of the test split model to be delivered (compared to reference model)
· Test bitstream data size and comparison ratio of the intermediate data to be delivered (compared to the original reference data size)
· Split model execution latencies compared to the original reference model
2.4	Interoperability considerations for the application
Interoperability considerations for the scenario may include those related to the delivery considerations for the AI model and other corresponding data (such as intermediate data), including delivery methods, protocols and packetization methods.
a) AI/ML model delivery formats, methods and pipelines: encapsulation formats for AI model data (if necessary), related to the delivery methods and pipelines which may be considered (e.g. download, streaming). This may be related to model update requirements and constraints.
b) AI/ML model optimization methods: methods of model optimization which are not considered under the evaluation methods described under the AI/ML model data compression evaluation defined.
c) Intermediate data compression, delivery formats, methods and pipelines. 
d) Related to a and c above: streaming protocols such as TCP / UDP
e) Related to a and c above: packetization methods such as RTP

2.5	Reference data sets
TBD
2.6	Detailed test conditions
TBD
3 Proposal
We propose to include the scenario in section 2 of this contribution as a reference scenario template into the next version of the permanent document, or where relevant.
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