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1 Introduction
This contribution proposes a template for the collection of scenarios for the AI/ML evaluation framework in FS_AI4Media, based on that of the template in annex A of TR 26.955.

2 Template
The following aspects are considered important for a scenario:
1.	Scenario name <give the scenario a catchy name> 
2.	Motivation for the scenario and its use case relevance:
Why is the scenario relevant for AI/ML multimedia services? Under which of the following use cases does the scenario fall?
· Object Recognition in Image and Video
· Video Quality Enhancement in Streaming
· Crowd-Sourcing Media Capture
· NLP on Speech
3.	Description of the scenario:
This provides a description of the scenario addressing potentially the relation to the three AI/ML evaluation framework objectives, including AI/ML model split points, AI/ML model checkpoints and updates, and AI/ML model data compression.
4.	Supporting companies and 3GPP members: 
a.	This documents the 3GPP members that support this scenario in terms of providing the information, test material, test requirements and the characterization for the tests. For each of the identified necessities, a tick box is created in the template.
b.	Preferably several 3GPP members are included in the support.
c.	Cross-verification is preferably done by the supporters of the scenario
5.	Reference trained AI/ML model for the scenario:
Give the name and details of the trained AI/ML model to be used for scenario, as well as the data set used for its training. Such trained AI/ML models are not only limited to readily available base AI/ML models, but can also include models developed using transfer learning. There may be more than one candidate reference trained AI/ML model for the scenario. As an example, details may include:
a.	Base model used (including links to such base model)	
b.	Framework language used (e.g. TFLite, Pytorch)
c.	Architecture/model type (e.g. CNN, RNN)
d.	Number of layers
e.	Number of parameters
f.	Model size
g.	Details of data set used for training
6.	AI/ML model split configuration factors, constraints and settings:
For scenarios considering the feasibility of AI/ML split points, many factors may contribute to the split point decision for the scenario, including those related to device/network status and conditions, as well those related to the AI/ML model used, such as its architecture and complexity. Possible split point decision factors may include:
	Categories
	Parameters
	Details

	Devices Involved
	CPU/GPU
	Device processor capabilities

	
	Battery
	Device battery status

	
	Heat
	Device heating / user health considerations

	Network
	Cellular
	Network selection, bandwidth, latency

	
	Mobility
	Network handover and mobility

	Intermediate Data
	Size
	Data transmission decision, data weights

	
	Type
	Video, Audio/Speech, Text, Binary etc.

	Model Type
	Architecture
	CNN, RNN, GAN, LSTM, etc.

	User focus
	APP KPI
	Latency Requirement , Service criticality

	
	Data Privacy
	Data transmission allowed or not

	
	Cost of hosting
	Deployment cost at cloud/server


	
The scenario may also describe split point constraints, such as limiting split points to those that do not change the model topology and its parameters, splitting only at the layers of the AI/ML model, etc.
7.	Compression or optimization constraints and settings:
For scenarios considering the compression or optimization of the AI/ML model, and/or the intermediate data (where applicable to split inference scenarios), describe the compression or optimization constraints and settings.
8.	Feasibility/performance metrics and requirements:
	Depending on the scenario, feasibility and performance metrics may be either related to model performance, or to the test bitstream (the nature of which depends on the user case).
The figures below show the derivation of test metrics for AI/ML model split points, and data compression evaluations respectively:


Derivation of test metrics for scenarios related to AI/ML model split points


Derivation of test metrics for scenarios related to AI/Ml model data compression
Possible metrics may include:
a. Reference Model performance metrics: AI/ML models are generally classified into several broad categories, depending on the type of the model that is used. Each type of AI/ML model may have its corresponding performance metrics, for example:
i. Classification Model Metrics (Accuracy, precision, recall, F1-score, ROC, AUC)
ii. Regression Model Metrics (MSE, MAE)
iii. Ranking Model Metrics (MRR, DCG, NDCG)
iv. Statistical Model Metrics (Correlation)
v. Computer Vision Model Metrics (PSNR, SSIM, IoU)
vi. NLP Model Metrics (Perplexity, BLEU score)
	Other relevant metrics may also be considered.
b. Split point feasibility/performance metrics:
Metrics which may be used to assess the feasibility of the split point and corresponding split inference operation effectiveness of the split model. 
i. Split model performance metrics: typically the same set of metrics as identified for the original reference model, applied to the outputs of the split model, in order to assess the impact of the split operation on the original reference model.
ii. Split point feasibility and performance metrics: metrics to assess the feasibility and performance of the split point as well as the overall split inference operation.
· Model size and comparison ratio of the test split model to be delivered (compared to reference model)
· Test bitstream data size and comparison ratio of the intermediate data to be delivered (compared to the original reference data size)
· Split model execution latencies compared to the original reference model
c. Compression performance metrics:
i. Test Model performance metrics: typically the same set of metrics as identified for the original reference model, applied to the outputs of the uncompressed test model, in order to assess the impact of the compression technology on the original reference model.
ii. Compressed Model test bitstream performance metrics: metrics to assess the performance of the model compression technology.
· Compression ratio of the compressed model compared to the original reference model.
iii. [Compressed intermediate data test bitstream performance metrics: metrics to assess the performance of the intermediate data compression technology.
· Compression ratio of the compressed intermediate data bitstream compared to the original intermediate data bitstream.]
9.	Interoperability considerations for the scenario:
Interoperability considerations for the scenario may include those related to the delivery considerations for the AI model and other corresponding data (such as intermediate data), including delivery methods, protocols and packetization methods.
a) AI/ML model delivery formats, methods and pipelines: encapsulation formats for AI model data (if necessary), related to the delivery methods and pipelines which may be considered (e.g. download, streaming). This may be related to model update requirements and constraints.
b) AI/ML model optimization methods: methods of model optimization which are not considered under the evaluation methods described under the AI/ML model data compression evaluation defined.
c) Intermediate data compression, delivery formats, methods and pipelines. 
d) Related to a and c above: streaming protocols such as TCP / UDP
e) Related to a and c above: packetization methods such as RTP

10.	Reference data set(s)
A set of selected reference data that is provided by the proponents in order to do the evaluation. Same reference data sets may be used for similar scenarios falling under the same use case, as listed in 2. Reference data set format properties may be provided additionally.
11.	Detailed test conditions:
Provides a proposal for detailed test conditions, for example based on a reference software together with the sequences and configuration parameters.
12.	External Performance data
References to external performance data that can be added, for example other SDOs, public documents and so on.
13.	Additional Information

3 Proposal
We propose to include the template in section 2 of this contribution as a reference scenario template into the next version of the permanent document, or where relevant.
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