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1. [bookmark: _Toc504713888]Introduction
In this contribution, we discuss how to describe the output of a split rendering operation for the UE. 
1. Configurable Split Rendering
Split rendering is an operation that allows the UE to offload some or all of the rendering procedure to the network. This may be done for several reasons, for example to achieve more immersive and realistic rendering that would not be possible on the UE or to save device power. 
Configurable split rendering allows the UE and the split rendering AS to adjust the split rendering procedure to the needs of the UE. The UE will adjust the split rendering configuration based on the XR session configuration, the device capabilities, and the network conditions. The following figure depicts the spectrum of split rendering complexity:

 In the simplest configuration, a UE displays a 2D view of the scene that is rendered on the split rendering server. Several variants of splitting the rendering load between the UE and the server are possible. The following are some of these options:
· Flat mono 2D rendering with associated mono or stereo audio
· Stereo 2D rendering with 2 eye buffers and stereo audio
· Stereo 2D rendering with 2 eye buffers, a depth map, and HOA audio
· A simplified 3D scene with baked lighting and reduced number of textures together with a reduce number of audio sources
In essence, the rendering server is given an operational range but then will have the freedom to tweak the rendering process in order to produce a pre-rendered version that fits the UE and network requirements and capabilities. 
The rendering process will produce a set of static and dynamic data buffers (geometry, textures, depth maps, audio frames, …), which would need to be streamed down to the UE. WebRTC is being considered as the prime candidate for the streaming of these buffers. The buffers may be compressed in some form, for example using an audio or 2D video codec prior to the transmission. The UE must be able to understand the format and the semantics of each of the streamed buffers, so that it can do the rendering/composition properly. 
In a typical split rendering setup that involves full remote rendering to a flattened 2D stereo representation, the UE must be able to associate a first streamed buffer the left eye and a second one with the right eye. If a depth buffer is present, it must be able to associate a third streamed buffer with the depth map. 
Additional composition layers, such as an equirectangular 360 background or rectangular (quad) overlays should also be described properly. 
The following example from the OpenXR-based Monado XR runtime depicts such a scenario.

The MPEG-I Scene Description solution has been already adopted by 3GPP to support overlays in the context of ITT4RT. We believe that this glTF-based solution has the key elements to support the description of split rendering for the following reasons:
· It has support for buffer streaming
· It has the capability to describe the syntax and semantics of each buffer in its raw format
· It associates the raw buffer with a media source that can be streamed and encoded in different ways
· It supports setting up scenes of different complexities, ranging from simple flat 2D scenes to complex 3D scenes
· It inherently comes with a hierarchical composition and transformation mechanism.
· It has an update mechanism that will allow adjustments to the description based on the rendering decisions that are taken by the split rendering server.
1. Proposal
We propose to use the MPEG-I scene description solution as the tool to describe the output of the split rendering operation and to extend it as needed for this purpose.
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