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At the 3GPP TSG-SA4 Emmy Award Workshop, September 26-28, the source contributed a discussion input on Immersive Audio Split Rendering for 5G XR. The main purpose was initiate a discussion between Audio and other SA4 SWG representatives on split rendering of immersive audio and to discuss assumptions on use cases, high-level requirements and applicable architecture based on the IVAS example.
The present contribution intends to trigger a corresponding discussion in SA4 with the purpose to establish solid working assumptions for audio split rendering for 5G XR applications especially using very low-power devices such as AR glasses as playback instrument.
1. Background 
AR and MR applications may rely on AR glasses of which TR 26.998 (Support of 5G glass-type Augmented Reality / Mixed Reality (AR/MR) devices) defines a number of architectural categories:
· Type 1: 5G STandalone AR (STAR) UE
· Type 2: 5G EDGe-Dependent AR (EDGAR) UE (see Figure 1)
· Type 3: 5G WireLess Tethered AR UE
Generally, AR glasses are very power constraint due to tight limits on battery weight and power dissipation.
To address this issue, types 2 and 3 rely on split architectures with number-crunching XR scene manager separated from lightweight scene manager & XR Runtime processor implemented in the glasses.
It is still an open question if the split architecture mainly devised for video/graphics necessarily applies for audio.
· If not, immersive audio decoding and rendering (e.g. IVAS) would 
· either be operated as part of the lightweight processing provided the complexity fits the budget. 
· Alternatively, it could be part of the XR scene manager off the glasses. In that case head-tracked audio rendering performance might suffer from too high motion-to-sound latency caused by the round-trip delay between XR Runtime on the glasses and the XR scene manager.
· If yes, immersive audio decoding would be part of the heavy processing in the XR scene manager off the glasses and it would be for discussion how head-tracked audio rendering could be done.  
Heavy processing
Lightweight processing
Example: EDGAR UE (TR 26.998)

Figure 1: Illustration of type 2 architecture of EDGAR UEs.
2. Use cases
To illustrate that head-tracked binaural audio is of high interest in XR applications, the source presents a few conceivable use cases. A more detailed use case discussion may be subject of a future contribution. 
A few conceivable use cases involving audio are
· Audio zoom/magnifier: 
Like magnifying glasses but for sound. The user may zoom in on sounds of interest.
· Overlay of real-world objects with sounds:
Real-world objects/items will be associated with sounds. Useful for assistance systems for (not only) sight-impaired persons. 
· Dialog enhancement/smart ambient noise reduction: 
Help for people with cocktail party problem, lifting the active voices over the ambient noise. 
· Mood sound ambiance:
Like mood light. Sound will be associated with real-world environment, items and personal preference.
Considering use case characteristics, the use cases will typically rely on audio/visual capture, some scene analysis and generation of the augmented sound signal. In some scenarios, it may also be overlaid with immersive sound from some network node or the far end in a communication. The use cases will typically rely on head-tracked audio/visual rendering.
Of interest in the context of split audio rendering may even be certain non-AR/MR use cases that may be enabled as part of IVAS deployments. These are, e.g., immersive voice communication (2-party, conferencing) and immersive content streaming with AR glasses as end device. It is notable that some of them may rely on head-tracked audio rendering, some may not. Moreover, some use cases may involve one-to-many immersive distribution of head-tracked audio. 
3. High-level requirements for audio rendering over AR glasses
Below follows a proposal for high-level requirements. A working assumption for such requirements is important for the development and standardization of audio solutions that 5G XR applications may rely upon. The requirements are assumed to be architecture dependent.
The following bullet list identifies the ‘requirement topics’ while sub-bullets provide the suggested working assumptions for them based on relevant references. For some of the requirement topics, reasonable assumptions for requirements may still require discussions and the source identifies them as still open. 
· Head-tracked audio rendering
· Must be supported.
· Latency
· Motion-to-sound latency according to TR 26.928 (Extended Reality (XR) in 5G):
· Several figures are provided ranging from 20 – 60 ms. It is stated: ”Ultra-Low-Latency applications: roundtrip interaction delay threshold of at most 50ms latency”. The motion-to-sound latency requirement should thus be a number in that range.
· Audio latency (just discussion, requirements still open)
· A potential definition could be the incremental latency on top of audio codec latency. For the downstream direction, the increased latency from audio codec bitstream input to audio sample output at the glass device could be considered. For the upstream direction, the increased latency from audio sample in at the glasses to the audio codec bitstream output could be considered. This latency is most relevant in conversational applications, e.g., of IVAS. 
· TR 26.806 (Study on Tethering AR Glasses – Architectures, QoS and Media Aspects) talks about “Audio capabilities that allow to encode several PCM signals with low-latency and to decode multiple audio PCM signals in parallel.” Thus, assuming PCM, reasonable framing would imply a framing latency of 5, 10 or 20 ms, which would ignore other latency contributors like for transmission. 
· Round-trip delay between AR glasses and AR scene manager off the glasses (just discussion, requirements still open)
· This delay may much depend on the AR UE architecture and the radio connection between the glasses and the XR scene manager. Having realistic round-trip delay figures on this interface would be of high value for the ongoing work.  
· Bit rate on interface between XR scene manager and glasses.
· The link may be 5G sidelink, WiFi, or Bluetooth. 
· TR 26.806 (see above) may already define a requirement. The suggested PCM encoding of the several signals implies a rate of 48000 kHz * 16 bits * 2 channels = 1536 kbps. It may be for discussion if a practical requirement would have to be lower. 
· Another possible working assumption for a bit rate requirement might be that it should be a ‘reasonable’ fraction of the video bit rate. It appears still open what this is.   
· Complexity
· Glasses (lightweight processing):
· Due to tight limits on battery weight and power dissipation, the complexity should be as low as possible and likely just a ‘reasonable’ fraction of the video processing complexity. An ‘as low as possible’ requirement would mean that lower complex solutions on the glass device should be preferred. 
· Another complexity dimension is memory footprint. It is assumed that low memory footprint may be relevant but only be a secondary priority. 
· XR scene manager (‘Heavy processing’):
· It is suggested that the XR scene manager can do the heavy processing and there should thus not be other requirements than to maintain ‘reasonable complexity’.
· Quality
· It is proposed to differentiate between static and transitional poses. For static poses there should be no substantial degradation compared to ‘stand-alone’ audio decoder/renderer quality. For transitional poses, noticeable but not annoying degradations compared to ‘stand-alone’ audio decoder/renderer quality may be acceptable.
· 6DOF/3DOF support
· It is proposed that the audio renderer at the XR scene manager handles 6DOF related renderings whereas the glasses are offloaded from 6DOF related processing. The glasses may still make 3DOF related audio adjustments based on the actual pose available at the XR runtime.    

4. Conclusion and proposal
In this contribution key use cases with type 2&3 AR glasses have been identified that could benefit from split audio rendering. 
Analyzing the suggested requirements for audio rendering over AR glasses, the following can be concluded:
In case of no split rendering architecture for audio, head-tracked rendering is likely done functionally jointly with the audio decoder, which might happen in the glasses or the XR scene manager off the glasses. However, doing audio decoding and rendering or merely full rendering including head-tracking in the glasses may involve complexity beyond the capabilities of the glasses. Doing decoding and head-tracked rendering off the glasses in the XR scene manager would offload the glasses. However, the round-trip latency between glasses and XR scene manager likely becomes a problem for meeting the requirements on motion-to-sound latency. An attractive alternative appears to be to adopt a split rendering architecture for audio, where the heavy parts of audio decoding and rendering are executed by the XR scene manager off the glasses while the glasses perform a post-render operation based on the actual head-tracker pose available at the glasses.
The source believes that a competitive immersive audio codec standard such as IVAS must support split rendering with good head-tracking performance. The split renderer interface between audio decoder/main renderer in the XR scene manager and head-tracked post-rendering in the glasses should be open such that it is possible to expose this interface for use by other immersive audio codecs.
In MeCAR context, the source proposes to include the suggested high-level requirements for audio rendering over AR glasses in the permanent document and to identify open questions related to the requirements with the purpose to address them in near future.
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